The CSIRO Mk3L climate system model version 1.0 – Part 2: Response to external forcings
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Abstract. The CSIRO Mk3L climate system model is a coupled general circulation model, designed primarily for millennial-scale climate simulation and palaeoclimate research. Mk3L includes components which describe the atmosphere, ocean, sea ice and land surface, and combines computational efficiency with a stable and realistic control climatology. It is freely available to the research community. This paper evaluates the response of the model to external forcings which correspond to past and future changes in the climate system.

A simulation of the mid-Holocene climate is performed, in which changes in the seasonal and meridional distribution of incoming solar radiation are imposed. Mk3L correctly simulates increased summer temperatures at northern mid-latitudes and cooling in the tropics. However, it is unable to capture some of the regional-scale features of the mid-Holocene climate, with the precipitation over Northern Africa being deficient. The model simulates a reduction of between 7 and 15% in the amplitude of El Niño-Southern Oscillation, a smaller decrease than that implied by the palaeoclimate record. However, the realism of the simulated ENSO is limited by the model’s relatively coarse spatial resolution.

Transient simulations of the late Holocene climate are then performed. The evolving distribution of insolation is imposed, and an acceleration technique is applied and assessed. The model successfully captures the temperature changes in each hemisphere and the upward trend in ENSO variability. However, the lack of a dynamic vegetation scheme does not allow it to simulate an abrupt desertification of the Sahara.

To assess the response of Mk3L to other forcings, transient simulations of the last millennium are performed. Changes in solar irradiance, atmospheric greenhouse gas concentrations and volcanic emissions are applied to the model. The model is again broadly successful at simulating larger-scale changes in the climate system. Both the magnitude and the spatial pattern of the simulated 20th century warming are consistent with observations. However, the model underestimates the magnitude of the relative warmth associated with the Medieaval Climate Anomaly.

Finally, three transient simulations are performed, in which the atmospheric CO$_2$ concentration is stabilised at two, three and four times the pre-industrial value. All three simulations exhibit ongoing surface warming, reduced sea ice cover, and a reduction in the rate of North Atlantic Deep Water formation followed by its gradual recovery. Antarctic Bottom Water formation ceases, with the shutdown being permanent for a trebling and quadrupling of the CO$_2$ concentration. The transient and equilibrium climate sensitivities of the model are determined. The short-term transient response to a doubling of the CO$_2$ concentration at 1% per year is a warming of $1.59 \pm 0.08$ K, while the long-term equilibrium response is a warming of at least $3.85 \pm 0.02$ K.
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1 Introduction

The CSIRO Mk3L climate system model is a computationally-efficient atmosphere-land-sea ice-ocean general circulation model, designed for the study of climate variability and change on millennial timescales. It incorporates a spectral atmospheric general circulation model, a z-coordinate ocean general circulation model, a dynamic-thermodynamic sea ice model and a land surface scheme with static vegetation. The zonal and meridional resolutions used by all components are 5.625° and ~3.18°, respectively, with 18 vertical levels in the atmosphere and 21 vertical levels in the ocean. Flux adjustments are applied to improve the realism of the simulated control climate and to minimise drift. Mk3L represents a new version of the CSIRO climate model, the history of which is described by Smith (2007). The atmosphere, land and sea ice models are reduced-resolution versions of those used by the CSIRO Mk3 coupled model (Gordon et al., 2002), while the ocean model is taken from the CSIRO Mk2 coupled model (Gordon and O’Farrell, 1997). A 1000-yr climate simulation can be completed in around 45 days on a typical state-of-the-art (Intel Core 2 Duo) desktop computer, with greater throughput being possible on high-performance computing facilities. Mk3L is freely available to the research community, and access to the Subversion repository can be obtained by completing the online application form at http://www.tpac.org.au/main/csiromk3l/.

Part 1 of this paper (Phipps et al., 2011) describes the model physics and software, analyses the control climatology, and evaluates the ability of the model to simulate the modern climate. The simulated states of the atmosphere, cryosphere and ocean are found to be in broad agreement with observations. However, biases on the regional scale include excessive cloud cover and precipitation in the tropics, deficient winter sea ice cover in the Northern Hemisphere, and a deep ocean which is too cold and too fresh. Mk3L produces reasonable representations of the leading modes of internal climate variability in both the tropics and extratropics. However, the simulated El Niño-Southern Oscillation is too weak, too slow and characterised by excessive modulation on interdecadal timescales.

This paper describes and evaluates the response of version 1.0 of Mk3L to external forcings which correspond to past and future changes in the climate system. A variety of simulations are performed and the response of the model is compared, as appropriate, with observations, proxy-based reconstructions of past climate and with the response of other models. Section 2 evaluates the ability of Mk3L to simulate the climate of the mid-Holocene. Section 3 then analyses the transient response of the model to the changing seasonal and meridional distribution of insolation during the late Holocene. Section 4 presents a transient simulation of the last millennium, and evaluates the response of Mk3L to changes in solar irradiance, greenhouse gas concentrations and volcanic emissions. Finally, Sect. 5 explores the transient and equilibrium responses of the model to scenarios in which the atmospheric CO₂ concentration is stabilised at two, three and four times the pre-industrial level.

The aim of this paper is to characterise the response of Mk3L to external forcings and to identify possible deficiencies in the model physics. As such, the focus is upon describing the response of the model, rather than upon conducting detailed analyses of each experiment. Many of the simulations presented herein justify more extensive scientific analysis, which will form the basis of future manuscripts.

2 The climate of the mid-Holocene

2.1 Introduction

The climate of the mid-Holocene (6000 yr Before Present, where the present is defined as the year 1950 CE) has frequently been used to evaluate the ability of climate models to simulate climatic change (e.g. Joussaume et al., 1999; Masson et al., 1999; Braconnot et al., 2000; Bonfils et al., 2004; Braconnot et al., 2007a,b). This epoch represents the relatively recent past, and extensive and high-quality reconstructions of the mid-Holocene climate are available against which to evaluate the performance of the models (Yu and Harrison, 1996; Cheddadi et al., 1997; Hoelzmann et al., 1998; Jolly et al., 1998a,b; Prentice and Webb, 1998; Kohfeld and Harrison, 2000; Prentice et al., 2000; Brewer et al., 2007; Bartlein et al., 2011). The external forcing, which is mainly due to changes in the seasonal and meridional distribution of insolation arising from changes in the Earth’s orbital parameters, is also well-known and can be precisely defined (Berger, 1978; Braconnot et al., 2007a). Changes in sea level and the extent of land ice relative to the present day are sufficiently small that they can be neglected.

During the mid-Holocene, the Earth’s axial tilt was slightly greater than it is today (24.105° at 6000 yr BP, as opposed to the present-day value of 23.446°). This gave rise to a slight change in the meridional distribution of annual-mean insolation, with a reduction of ~1 W m⁻² in the tropics and an increase of ~4.5 W m⁻² at the poles (Fig. 1a). However, as a result of the precession of the equinoxes, there were much larger differences in the seasonal cycle (Fig. 1b). Insolation was considerably greater than today during the Northern Hemisphere summer and Southern Hemisphere spring, and considerably reduced during the Southern Hemisphere summer.

The differences between the climate of the mid-Holocene and that of the present day are therefore predominantly seasonal in nature, with the most significant feature being the strengthening and northward migration of the Northern Hemisphere monsoons, particularly over Africa (Braconnot et al., 2007a). Geomorphological and biostratigraphic data indicates that Northern Africa was considerably wetter than it is today, while biome reconstructions generated from pollen...
and plant macrofossils indicate that it was extensively vegetated (Jolly et al., 1998a,b; Joussaume et al., 1999; Bartlein et al., 2011).

Many studies have used climate models to simulate the climate of the mid-Holocene, often motivated by a desire to evaluate the performance of the models. In particular, the Paleoclimate Modelling Intercomparison Project (PMIP) has used the climate of the mid-Holocene as a basis to systematically compare the performance of different models. PMIP1 used stand-alone atmospheric general circulation models forced by present-day sea surface temperatures (Harrison et al., 1998; Joussaume et al., 1999; Masson et al., 1999; Braconnot et al., 2000; Bonfils et al., 2004; Hoar et al., 2004), while PMIP2 has employed coupled atmosphere-ocean general circulation models (Braconnot et al., 2007a,b). The models are successful at capturing both an intensification and northward migration of the African monsoon; however, they are unable to capture the magnitude of the northward shift (Braconnot et al., 2007a,b).

The failure to adequately capture the changes in the African monsoon can be attributed, at least in part, to the static nature of the vegetation and land surface types within these simulations. The vegetation is unable to respond fully to the changed atmospheric conditions, and the extent of vegetation feedbacks cannot therefore be simulated. Early studies which incorporated dynamic vegetation models into atmosphere-ocean general circulation models confirmed the role of both oceanic and vegetation feedbacks in giving rise to the wetter conditions that prevailed over Northern Africa during the mid-Holocene (Braconnot et al., 1999; Levis et al., 2004). While further confirming the role of the vegetation feedback, PMIP2 found that the magnitude of the feedback was smaller than in previous studies, possibly because of an inconsistency in the experimental design (Braconnot et al., 2007a,b). Changes in surface albedo have also been shown to be important (Vamborg et al., 2011). Thus the mid-Holocene African monsoon remains a daunting test of the ability of models to simulate climatic change.

In addition to changes in the mean state of the climate, changes in the nature of climate variability during the mid-Holocene have also received attention. Proxy records indicate a strengthening of interannual variability in the tropical Pacific Ocean during the Holocene. For example, analysis of corals from Papua New Guinea reveals that El Niño-Southern Oscillation (ENSO) activity at ~6500 yr BP was much weaker than at present (Tudhope et al., 2001). A 15,000-yr sedimentation record from an alpine lake in Ecuador indicates a lack of variability on ENSO timescales prior to 7000 yr BP, with ENSO-type variability beginning at ~7000 yr BP and reaching its modern strength at ~5000 yr BP (Rodbell et al., 1999). A further analysis of a 12,000-yr sedimentation record from the same lake confirms the initiation of ENSO at ~7000 yr BP, with strong variability on millennial timescales thereafter (Moy et al., 2002). Pollen evidence from Northern Australia also indicates a strengthening of ENSO during the Holocene, with the onset of an ENSO-dominated climate at ~4000 yr BP (Shulmeister and Lees, 1998).

Coupled atmosphere-ocean general circulation models, including those participating in PMIP2, have been used to investigate the nature of ENSO during the mid-Holocene (Otto-Bliesner, 1999; Liu et al., 2000; Otto-Bliesner et al., 2006; Zheng et al., 2008). The change in the amplitude of the ENSO variability in the PMIP2 models varies from an increase of 3.3 % to a decrease of 22.5 % relative to the present day (Zheng et al., 2008). However, proxy records indicate a reduction in ENSO amplitude of up to 60 % (Rodbell et al., 1999; Tudhope et al., 2001). This mismatch between the models and the proxies suggests deficiencies in either the model physics or the reconstructions. Nonetheless, the models exhibit a consistent relationship between the large-scale atmospheric circulation and the amplitude of ENSO variability. The enhanced insolation during the Northern Hemisphere summer causes an increase in the land-sea temperature contrast, which leads to a strengthening of the Asian summer monsoon system. This enhances the easterly trade winds over the equatorial Pacific Ocean, causing anomalous upwelling which suppresses the development of El Niño events (Zheng et al., 2008).
Fig. 2. The average surface air temperature (K) for years 201–1200 of experiment 6KA, expressed as an anomaly relative to CONTROL: (a) the annual mean, (b) the zonal mean, (c) February, and (d) August. In (a), (c) and (d), only values that are significant at the 95% confidence level are shown.

2.2 Experimental design

The ability of Mk3L to simulate the climate of the mid-Holocene is evaluated in this section. The model was integrated under mid-Holocene boundary conditions, following the protocol specified by PMIP2 (http://pmip2.lsce.ipsl.fr/) and PMIP3 (http://pmip3.lsce.ipsl.fr/). Relative to the pre-industrial control simulation (Part 1; Phipps et al., 2011), the Earth’s orbital parameters were changed to values appropriate for 6000 yr BP. The atmospheric CO$_2$ concentration was also reduced from 280 ppm to 277 ppm, in order to impose a radiative forcing equivalent to the specified reduction in the atmospheric CH$_4$ concentration from 760 to 650 ppb. This was necessary as the radiation scheme in version 1.0 of Mk3L does not directly account for the radiative effects of anthropogenic greenhouse gases other than CO$_2$.

The model was initialised from the state of the control simulation at the end of model year 100. The first 100 yr of the mid-Holocene simulation are excluded from analysis to allow the model to respond to the change in external forcing. This was sufficient for it to reach equilibrium, with global-mean surface air temperature (SAT) and sea surface temperature (SST) changing by less than 0.01 K between the first and second centuries of the simulation. The following analysis is therefore based on model years 201 to 1200. The control and mid-Holocene simulations shall be referred to hereafter as CONTROL and 6KA, respectively. Over the 1000-yr analysis period, global-mean SAT changes by $-0.08$ K in CONTROL and $+0.02$ K in 6KA. The results presented here are not corrected for drift.

2.3 Surface air temperature

The average SAT for experiment 6KA, expressed as an anomaly relative to CONTROL, is shown in Fig. 2. The seasonal nature of the differences in the mid-Holocene climate is apparent. Consistent with the changes in the annual-mean insolation, the differences in annual-mean SAT (Fig. 2a) are small, with only a slight cooling at low latitudes and a slight warming at high latitudes. Ice-albedo feedbacks amplify the high-latitude warming around the fringes of the Antarctic and Arctic sea ice zones, particularly in Hudson Bay. However, the seasonal redistribution of insolation drives larger changes in the annual cycle of SAT at each latitude (Fig. 2b). A clear correlation between insolation and SAT is apparent, albeit with the temperature anomalies lagging the insolation anomalies by approximately one month at most latitudes. This reflects the fact that surface temperatures represent a time-integrated response to the surface heat flux, and not an instantaneous response. Ice-albedo feedbacks lead to a more complex relationship between insolation and...
temperature at high latitudes; for example, there is no cooling over the Southern Ocean in response to the negative insolation anomalies between December and July.

The strongest warming at northern mid-latitudes occurs in August. SAT is higher across the Northern Hemisphere landmasses, with summer warming of up to 5.0 K over Greenland and up to 4.3 K over Eurasia (Fig. 2d). As a result of the seasonal nature of the insolation anomalies and the large thermal inertia of the ocean, the warming over the ocean is modest. The average SAT increase across the Northern Hemisphere for the period June–September is 0.55 K; this is consistent with the PMIP2 models, which exhibit temperature increases of between 0.35 and 0.8 K (Braconnot et al., 2007a).

In contrast, cooling occurs at low latitudes and throughout the Southern Hemisphere in February (Fig. 2c). SAT is reduced by up to 2.7 K over land in the tropics, and by up to 2.2 K over Antarctica. The average SAT change across the Northern Hemisphere for the period December–February is −0.15 K; this is also consistent with the PMIP2 models, which exhibit temperature changes ranging from approximately −0.9 to +0.1 K (Braconnot et al., 2007a).

2.4 Precipitation

The annual-mean precipitation for experiments CONTROL and 6KA, respectively, is shown in Fig. 3a and b, while Fig. 3c shows the difference between the two simulations. The intensification and northward migration of the African-Asian monsoon is reflected in the annual-mean precipitation, with increased precipitation over Northern Africa and South-east Asia.

The changes in the African monsoon are apparent from Fig. 3d, which shows the change in the zonal-mean precipitation over Northern Africa. Also shown are the minimum and maximum estimates of the increase in precipitation, relative to the present day, that would be required in order to support grassland at each latitude (Joussaume et al., 1999). Biome reconstructions indicate that grasslands were present at least as far north as 23° N during the mid-Holocene (Jolly et al., 1998b; Joussaume et al., 1999); the simulated precipitation anomaly should therefore exceed these estimated amounts at latitudes up to 23° N. While an intensification and northward migration of the African monsoon is apparent, with a decrease of 0.14 mm day⁻¹ in the annual-mean precipitation at ~5° N and an increase of 0.31 mm day⁻¹ at ~14° N, the simulated precipitation is deficient at latitudes...
greater than \(\sim 17^\circ\) N. The majority of models which participated in PMIP2 also fail to simulate sufficient precipitation over Northern Africa (Braconnot et al., 2007a). The reasons for this deficiency are unclear, with vegetation feedbacks found to increase the simulated precipitation in only one of the three models which were integrated both with and without dynamic vegetation schemes. One possibility is that the models do not include schemes which represent the radiative effects of dust; studies using models which incorporate dust schemes have shown that this is an important control on Northern African precipitation (Yoshioika et al., 2007).

The magnitudes of the changes in the African-Asian monsoon, as simulated by Mk3L, are consistent with the PMIP2 models. For the period June–September, the simulated precipitation over Northern Africa (defined here as the region 20\(^\circ\)–30\(^\circ\) E, 10–25\(^\circ\) N) increases by 0.35 mm day\(^{-1}\) or 28\% relative to CONTROL; this is consistent with the PMIP2 models, which exhibit increases relative to the pre-industrial control simulations ranging from 0.2 to 1.6 mm day\(^{-1}\) and from 5 to 140\%. For North India (defined here as the region 70–100\(^\circ\) E, 20–40\(^\circ\) N), the simulated precipitation increases by 0.69 mm day\(^{-1}\) or 22\%; again, this is consistent with the PMIP2 models, which exhibit increases ranging from 0.2 to 0.8 mm day\(^{-1}\) and from 5 to 33\% (Braconnot et al., 2007a).

### Table 1. El Niño-Southern Oscillation statistics for years 201–1200 of experiments CONTROL and 6KA: The standard deviation (K) of the monthly sea surface temperature anomaly in the Niño 3 (150–90\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N), Niño 3.4 (170–120\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N) and Niño 4 (160\(^\circ\) E–150\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N) regions; the maximum temperature anomaly (K) associated with the leading principal component (PC1) of monthly sea surface temperature anomalies in the region 45\(^\circ\) S–45\(^\circ\) N; and the percentage change (6KA minus CONTROL).

<table>
<thead>
<tr>
<th>Niño 3</th>
<th>Control</th>
<th>6KA</th>
<th>% change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Niño 3</td>
<td>0.395</td>
<td>0.367</td>
<td>–7</td>
</tr>
<tr>
<td>Niño 3.4</td>
<td>0.513</td>
<td>0.453</td>
<td>–12</td>
</tr>
<tr>
<td>Niño 4</td>
<td>0.501</td>
<td>0.520</td>
<td>+4</td>
</tr>
<tr>
<td>PC1</td>
<td>0.673</td>
<td>0.572</td>
<td>–15</td>
</tr>
</tbody>
</table>

#### 2.5 El Niño-Southern Oscillation

The leading principal component of the monthly SST anomalies within the region 45\(^\circ\) S–45\(^\circ\) N, for experiments CONTROL and 6KA, is shown in Fig. 4. El Niño-Southern Oscillation (ENSO; Philander, 1990) is the leading mode of variability in tropical SSTs for both experiments. However, in 6KA, the principal components are shifted slightly to the west. The largest positive anomalies occur at 163\(^\circ\) W in the case of CONTROL, whereas they occur at 180\(^\circ\) E in the case of experiment 6KA. This shift causes the maximum variability to lie outside the Niño 3.4 region, with the result that the principal component more closely resembles the observed present-day interdecadal variability in the Pacific Ocean (Zhang et al., 1997; Lohmann and Latif, 2005).

The amplitude of ENSO variability within experiments CONTROL and 6KA is shown in Table 1. The simulated ENSO is weaker in experiment 6KA, with decreases of 7\% and 12\% in the amplitude of the SST anomaly in the Niño 3 (150–90\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N) and Niño 3.4 (170–120\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N) regions, respectively. These simulated reductions are smaller in magnitude than those implied by the palaeoclimate record (Rodbell et al., 1999; Tudhope et al., 2001). They are consistent, however, with the PMIP2 models, which simulate changes in the amplitude of variability in the Niño 3 region that range from +3.3 to –22.5\% (Zheng et al., 2008). They are also consistent with other modelling studies, which simulate decreases in the strength of ENSO that range from zero (Otto-Bliesner, 1999) to \(~\sim 20\%\) (Liu et al., 2000; Otto-Bliesner et al., 2006). Despite the overall reduction in the strength of ENSO in experiment 6KA, the westward shift in the location of greatest variability causes a 4\% increase in the amplitude of the SST anomaly in the Niño 4 region (160\(^\circ\) E–150\(^\circ\) W, 5\(^\circ\) S–5\(^\circ\) N). As a spatially-independent measure of the amplitude of ENSO variability, Table 1 therefore shows the maximum temperature anomalies associated with the principal components displayed in Fig. 4. Based on this metric, the simulated ENSO is 15\% weaker in experiment 6KA than in CONTROL.
Fig. 5. The equatorial zonal wind stress (N m$^{-2}$) and sea surface temperature (SST, °C) for years 201–1200 of experiment 6KA: (a) monthly-mean zonal wind stress, expressed as anomalies relative to CONTROL, (b) monthly-mean sea surface temperature, expressed as anomalies relative to CONTROL, (c) annual-mean zonal wind stress, and (d) annual-mean sea surface temperature. The values shown are averages over the region 5°S–5°N.

The simulated changes in the zonal wind stress and SST over the equatorial Pacific Ocean are shown in Fig. 5. Consistent with the hypothesis of Zheng et al. (2008), the increased insolation during the boreal summer leads to an increase in the strength of the easterly trade winds during the boreal summer and autumn (Fig. 5a). This gives rise to an increase in the zonal temperature gradient (Fig. 5d), and acts to suppress the development of El Niño events. The magnitudes of the zonal wind stress and SST changes are similar to those simulated by Liu et al. (2000).

The wavelet power spectra of the simulated Niño 3.4 SST anomalies, for experiments CONTROL and 6KA, are shown in Fig. 6. Wavelet spectra were calculated using the method of Torrence and Compo (1998), modified following Liu et al. (2007) to ensure a physically consistent definition of energy. As reflected in the reduced variability in the Niño 3 and Niño 3.4 regions, experiment 6KA exhibits less power at almost all timescales. There is also an increase in the period of the simulated ENSO, with peak variability occurring at 6.6 yr in 6KA as opposed to 6.0 yr in CONTROL.

Fig. 6. The wavelet power spectrum of the monthly sea surface temperature anomaly in the Niño 3.4 region (170–120°W, 5°S–5°N) for years 201–1200 of experiments CONTROL (solid black) and 6KA (solid red). Dashed lines show the 95% confidence level for a lag-one autoregressive process with the same variance and autocorrelation coefficient as the input data.
2.6 Summary

Mk3L is capable of simulating the larger-scale differences between the climate of the mid-Holocene and that of the present day, with warmer summers at northern mid-latitudes and slight cooling in the tropics. However, discrepancies arise on the regional scale, with the model being unable to capture the full extent of the estimated precipitation changes over Northern Africa. The incorporation of a dynamic vegetation scheme and/or a dust scheme into Mk3L might improve its ability to simulate such changes.

The model simulates a reduction in the strength of El Niño-Southern Oscillation, accompanied by a westward shift in the location of greatest variability. The simulated reduction in the strength of ENSO is smaller in magnitude than that implied by the palaeoclimate record. This discrepancy may reflect deficiencies in the representation of ENSO within the model, with the simulated present-day ENSO being too weak and too slow relative to observations (Part 1; Phipps et al., 2011). These deficiencies are likely to be a consequence of the model’s reduced spatial resolution.

Flux adjustments are applied in Mk3L, both to improve the realism of the simulated control climate and to minimise drift. Studies using two other climate system models have shown that flux-adjusted and non-flux-adjusted versions of the same model can exhibit differences in the response to mid-Holocene boundary conditions. Brown et al. (2008) find that the large-scale changes in temperature and precipitation are similar between two different versions of HadCM3, and therefore that flux adjustments have no leading-order impact. However, there are regional-scale differences in the response of the model, particularly in the tropical Pacific. Kitoh et al. (2007) analyse two different versions of MRI-CGCM2.3, and reach a similar conclusion. However, flux adjustments are found to influence the simulated response of ENSO to external forcings in both models. In the flux-adjusted versions, the changes in ENSO amplitude in response to mid-Holocene boundary conditions are +4 % and −2 % in HadCM3 and MRI-CGCM2.3, respectively. In contrast, in the non-flux-adjusted versions, the ENSO amplitude changes by −14 % and −15 %, respectively. These differences in the response of each model are attributed to the effect of flux adjustments on seasonal phase-locking (Brown et al., 2008) and on the strength of the ocean-atmosphere feedback (Kitoh et al., 2007). A comparison with proxy data therefore suggests that the non-flux-adjusted versions of HadCM3 and MRI-CGCM2.3 are more realistic, as they simulate stronger reductions in ENSO variability. However, as the flux adjustments act via their effects on the control climate, there is no evidence that they directly affect the response of either model. Notable biases exist in the control climates of both non-flux-adjusted models, and it is therefore hard to argue that these versions are more realistic overall (Brown et al., 2008; Kitoh et al., 2007).

3 Transient simulations of the late Holocene

3.1 Introduction

In recent years, the computational power of high-performance computing facilities has increased to the point where it is now possible to use fully-coupled atmosphere-ocean general circulation models (AOGCMs) such as Mk3L to carry out multi-millennial simulations. This has enabled the use of AOGCMs to explore the transient evolution of the climate system over periods such as the late Holocene (Lorenz and Lohmann, 2004; Liu et al., 2006; Lorenz et al., 2006; Schurgers et al., 2006; Fischer and Jungclaus, 2011; Varma et al., 2012). The computational expense of a state-of-the-art AOGCM can be sufficiently prohibitive that it is necessary to reduce the execution time, and some of these studies have therefore employed the acceleration technique of Lorenz and Lohmann (2004). This technique accelerates the rate of change in the Earth’s orbital parameters, on the assumption that the response timescale of the climate system is much shorter than the timescales on which orbital forcing is significant.

This section examines the transient response of Mk3L to the insolation changes that arose during the late Holocene from the pseudo-cyclical variations in the Earth’s orbital parameters. Using the mid-Holocene simulation from Sect. 2 as the initial state, the model is used to conduct transient simulations of the period from 6000 yr BP to the present day.

3.2 Experimental design

Three transient simulations were conducted for the period from 6000 yr BP to the present day (0 yr BP, equivalent to 1950 CE). The acceleration technique of Lorenz and Lohmann (2004) was employed, with acceleration factors of 5, 10 and 20. These experiments are designated HOLO5, HOLO10 and HOLO20, and have total durations of 1200, 600 and 300 model years, respectively.

Each experiment was initialised from the state of experiment 6KA at the end of model year 1000. The Earth’s orbital parameters were then varied, with the appropriate acceleration factors being applied. As the intention of these experiments is to study the response of the model to orbital forcing, all the other boundary conditions were held constant, with a solar constant of 1365 W m$^{-2}$ and an atmospheric CO$_2$ concentration of 277 ppm. Although this is 3 ppm lower than the concentration of 280 ppm used in the control simulation, this equates to a radiative forcing of only 0.06 W m$^{-2}$. Apart from the orbital parameters and this difference in the atmospheric CO$_2$ concentration, the boundary conditions were otherwise identical to the control.

Relative to the present day, the initial insolation anomalies were the same as those applied in the mid-Holocene simulation (Fig. 1b). Over the course of the transient simulations, these anomalies reduced in magnitude towards zero. Figure 7...
Fig. 7. The evolution of monthly-mean insolation (W m$^{-2}$) during the late Holocene, expressed as an anomaly relative to 6000 yr BP: (a) January, and (b) July.

shows the evolution of the mean January and July insolation during the late Holocene as a function of latitude, and shows that the trends at most latitudes are monotonic. The forcing applied to the model can therefore be characterised as consisting of decreasing insolation during the Northern Hemisphere summer and Southern Hemisphere spring, with increasing insolation during the Southern Hemisphere summer.

3.3 Surface air temperature

The evolution of the simulated mean SAT during the Northern and Southern Hemisphere summers is shown in Fig. 8. Starting from the relatively warm mid-Holocene state, the Northern Hemisphere cools steadily in response to the decreasing insolation. Likewise, the Southern Hemisphere, starting from the relatively cool mid-Holocene state, warms steadily in response to the increasing insolation. In both hemispheres, the mean temperatures stabilise during the final millennium as the rates of change in insolation decrease.

Any differences between the three experiments are consistent with the amplitude of the simulated internal variability. This demonstrates that the assumption underlying the acceleration technique is valid, at least in these circumstances. Neither is there any evidence from Fig. 8 that model drift accounts for any divergence between the experiments. Because of the use of accelerated boundary conditions, none of the experiments span more than 1200 model years; the acceleration technique therefore acts to reduce the contribution of any background model drift towards the simulated long-term trends.

The linear trends in February and August SAT, derived by calculating the line of best fit at each gridpoint, are shown in Fig. 9. The spatial variations in the sign and magnitude of the trends reflect the anomalies in the SAT, relative to the present day, that existed at the start of the simulation period (Fig. 2c and d). In February, warming occurs at low latitudes and over Antarctica, with cooling over the high-latitude oceans. Particularly strong cooling over the Arctic Ocean is also simulated by Lorenz and Lohmann (2004) and Fischer and Jungclaus (2011), and represents the amplification of the forcing signal by sea ice feedbacks. In August, there is strong cooling over almost all the continental landmasses, particularly in the Northern Hemisphere, accompanied by some localised warming in the tropics and the Southern Ocean.
Fig. 9. The linear trend in surface air temperature (K per 1000 yr) during the late Holocene: (a–c) February, experiments HOLO5, HOLO10 and HOLO20, respectively, and (d–f) August, experiments HOLO5, HOLO10 and HOLO20, respectively. Only values that are significant at the 95% confidence level are shown. Note the different scale bars for the February and August plots.

Fig. 10. The evolution of precipitation during the late Holocene: (a) June–September precipitation over Northern Africa (20° W–30° E, 10–25° N), expressed as an anomaly relative to CONTROL; the values shown are running means across five model years, and (b–d) the linear trend in annual-mean precipitation (mm day$^{-1}$ per 1000 yr) for experiments HOLO5, HOLO10 and HOLO20, respectively. In (b–d), only values that are significant at the 95% confidence level are shown.
Over most of the Earth's surface, the trends are independent of the magnitude of the acceleration factor used. However, as the acceleration factor is increased, there are fewer values that are significant at the 95% confidence level. Over sea ice in the winter hemisphere, there are also locations where the magnitude of the trend differs between experiments; this is most apparent over the Barents Sea and Hudson Bay in February. With the sea ice cover acting to insulate the atmospheric boundary layer from the underlying ocean, the magnitude of the interannual variability in SAT is large compared to the long-term trend. As the acceleration factor is increased, the trend therefore becomes increasingly poorly constrained. Lorenz and Lohmann (2004), who use a larger range of acceleration factors (10 and 100), also find that the SAT trends in some regions can depend upon the factor. The mismatches in their case are attributed to a combination of stochastic variability and model drift.

### 3.4 Precipitation

The evolution of the June–September precipitation over Northern Africa (20° W–30° E, 10–25° N) during each experiment is shown in Fig. 10a, with the total precipitation exhibiting a slow and steady decline towards the present-day value. As with the surface air temperature, any differences between the three experiments are consistent with the amplitude of the simulated internal variability.

The gradual drying trend exhibited by the model contrasts with the abrupt desertification of Northern Africa that appears to have occurred in reality. Terrigenous marine sediments indicate that the Sahara underwent a transition from a vegetated state to an arid state over a period of several decades to centuries, centred at 5490 ± 190 yr BP (deMenocal et al., 2000); however, the spatial extent and duration of these changes is still under discussion (Kröpelin et al., 2008; Brovkin and Claussen, 2008). Mk3L includes a land surface scheme with static vegetation, and the model is therefore incapable of simulating such a transition. The lack of dynamic vegetation means that the model omits an important feedback within the climate system and, as discussed in Sect. 2, it is possible that this accounts for the deficiency in the simulated mid-Holocene precipitation over Northern Africa. Rather, Mk3L simulates a physically-driven precipitation trend that might have occurred in the absence of vegetation feedbacks. This is consistent with transient simulations conducted using models with dynamic vegetation schemes, which show an ongoing precipitation decline even after the Sahara has transitioned to an arid state (deMenocal et al., 2000; Liu et al., 2006).

The linear trends in annual-mean precipitation, derived by calculating the line of best fit at each gridpoint, are shown in Fig. 10b–d. As with SAT, the spatial variations in the trends reflect the precipitation anomalies, relative to the present day, that existed at the start of the simulation period (Fig. 3c). Negative trends over Northern Africa, India and southeast Asia reflect the weakening and southward migration of the African-Asian monsoon system. There is also a southward migration of the South American monsoon and an eastward migration of the monsoonal precipitation associated with the South Pacific Convergence Zone. The spatial patterns of the trends exhibited by the three experiments are in good agreement, indicating the robustness of the acceleration technique. However, as with SAT, increases in the acceleration factor cause a reduction in the area over which the trends are significant at the 95% confidence level.

### 3.5 Ocean temperature

Figure 11a–c shows the evolution of the simulated annual-mean SST in the southern extratropics (90°–30° S), the tropics (30° S–30° N) and the northern extratropics (30°–90° N). Starting from a time when annual-mean insolation in the tropics was lower than today (Fig. 1a), tropical SSTs warm steadily as insolation increases (Fig. 11b). Contrast, starting from a time when annual-mean insolation at high latitudes was higher than today, SSTs in the northern extratropics cool steadily as insolation decreases (Fig. 11c). No equivalent cooling signal is seen in the southern extratropics (Fig. 11a), as the Southern Ocean spans the mid-latitudes where the change in annual-mean insolation is small. Any differences between the three experiments are consistent with the amplitude of the simulated internal variability, indicating that the assumption underlying the acceleration technique is valid, at least for the surface ocean. However, the use of acceleration does cause interdecadal variability within each simulation to manifest itself as centennial- to millennial-scale variations; this is most apparent in the southern extratropics.

The evolution of the mean potential temperature for the upper ocean (0–800 m), mid-ocean (800–2350 m) and deep ocean (2350–4600 m) is shown in Fig. 11d–f. A cooling trend is apparent at all depths, which is driven by the reduction in SSTs at high northern latitudes and hence a reduction in the temperature of North Atlantic Deep Water (not shown). However, the responses of the three experiments differ. In the upper ocean, experiments HOLO5 and HOLO10 exhibit consistent trends, but the simulated rate of cooling is slower in HOLO20. The divergence between the three experiments becomes greater with depth; in the deep ocean, the cooling simulated by experiment HOLO5 is almost completely absent in HOLO20. The assumption underlying the acceleration technique – namely, that the response timescale of the climate system is negligibly short compared to the timescales on which orbital forcing is significant – therefore breaks down when considering changes in the ocean interior.

If the accurate simulation of ocean temperatures is critical, then acceleration should not be used. The simulated temperature of the deep ocean differs by less than 0.1 K between the three experiments considered here, but the simulations continue to diverge throughout. If longer periods of time were
being simulated, such as glacial cycles, then it is likely that the use of large acceleration factors would give rise to significant errors in the simulated ocean temperatures. These might influence the density structure of the ocean to such an extent as to have a significant impact upon the thermohaline circulation, with consequences for the accuracy of the simulated climate at the Earth’s surface. Nonetheless, there is no evidence of any such errors arising for the acceleration factors and time periods considered here.

3.6 El Niño-Southern Oscillation

The evolution of ENSO variability during each experiment, as measured by the standard deviation in the monthly Niño 3.4 SST anomaly, is shown in Fig. 12. A moving window with a width of 1000 calendar years is used to determine the standard deviation; this is equivalent to 200, 100 and 50 model years, respectively, for experiments HOLO5, HOLO10 and HOLO20. To allow the variability to be sampled right up to the present day, each experiment was integrated for a further 500 calendar years.

Fig. 11. The evolution of annual-mean potential temperature during experiments HOLO5 (red), HOLO10 (green) and HOLO20 (blue): (a) the sea surface (90°S–30°S), (b) the sea surface (30°S–30°N), (c) the sea surface (30°–90°N), (d) the upper ocean (0–800 m), (e) the mid-ocean (800–2350 m), and (f) the deep ocean (2350–4600 m). The values shown are running means across five model years.

An overall upward trend in ENSO variability is simulated by experiment HOLO5, which is consistent with the suppressed variability, relative to the present day, at the start of the simulation period. Considerable millennial-scale variability is also apparent, with a period of relatively weak ENSO variability centred at around 3800 yr BP, and a period of stronger-than-present ENSO variability centred at around 300 yr BP. Strong millennial-scale variability is also encountered in proxy-based reconstructions such as that of Moy et al. (2002), although the use of an acceleration technique here prevents any direct comparison between the model and reconstructions.

Experiments HOLO10 and HOLO20 simulate an overall upward trend in ENSO variability over the late Holocene, as for HOLO5. However, there are considerable differences between the three experiments. In particular, the natures of the simulated millennial-scale variations differ, and the amplitude of the millennial-scale variability is larger in experiment HOLO20 than in the others. The sampling interval corresponds to just 50 model years for the latter experiment. This lack of robustness displayed by the results is consistent with the model-based analysis of Wittenberg (2009), which concludes that at least 500 yr of data may be required in order to adequately sample ENSO variability. While this is a formidable requirement from an observational perspective, the use of large ensembles can allow for adequate sampling of ENSO variability within model simulations.

3.7 Summary

Mk3L is capable of simulating some of the main features of the transient response of the climate system to insolation changes over the late Holocene. Decreasing insolation during the Northern Hemisphere summer results in large-scale cooling, while increasing insolation during the Southern Hemisphere summer results in large-scale warming. A gradual drying trend in Northern Africa is apparent, although the
lack of a dynamic vegetation scheme prevents the model from simulating the abrupt desertification that appears to have occurred in reality. There is also a gradual increase in ENSO variability.

The acceleration technique of Lorenz and Lohmann (2004) was used to reduce the duration of each experiment. Trends in hemispheric-mean surface air temperature, and in precipitation over Northern Africa, are found to be independent of the acceleration factor used. This is consistent with the underlying assumption that orbital forcing operates on timescales much longer than the response timescale of the climate system. However, the use of acceleration reduces the sampling frequency such that there is insufficient data to adequately constrain trends in surface air temperature or precipitation at locations with large interannual variability, or to adequately sample changes in ENSO variability on millennial timescales. This is due to the acceleration technique, and is not a shortcoming of the model itself. The use of acceleration also influences the simulated temperatures in the ocean interior, which might introduce significant errors if large acceleration factors were to be used to simulate very long periods of time.

4 Transient simulation of the last millennium

4.1 Introduction

The last millennium provides a valuable opportunity to evaluate climate system models and to study the sensitivity of the climate system. Proxy-based reconstructions are available that have both high temporal resolution and widespread geographical coverage (e.g., Mann et al., 2009). The boundary conditions on the climate system over this period, including atmospheric trace gases, solar irradiance and volcanic emissions, are also reasonably well constrained (e.g., Schmidt et al., 2011). The sensitivity of the climate system to different forcings can therefore be studied, and climate system models can be evaluated by forcing them with the known boundary conditions and then comparing the resulting simulations against the available proxy data. For these reasons, recent studies have used a range of climate system models to study the climate of the last millennium (Fan et al., 2009; Liu et al., 2009; Jungclaus et al., 2010; Servonnat et al., 2010; Hofer et al., 2011).

In this section, the transient response of Mk3L to known climatic forcings during the period 1001 to 2000 CE is studied. Specifically, the model is forced with changes in the Earth’s orbital parameters, solar irradiance, anthropogenic greenhouse gases and stratospheric sulphate aerosols arising from volcanic emissions. The resulting simulation is then compared against observations and proxy-based reconstructions of past climate.

![Fig. 12. The evolution of the standard deviation of the monthly sea surface temperature anomaly in the Niño 3.4 region (170–120° W, 5° S–5° N) during experiments HOLOS (red), HOLO10 (green) and HOLO20 (blue). A moving window with a width of 1000 calendar years is used to calculate the standard deviation. Horizontal dashed lines show the amplitude of ENSO variability in experiments CONTROL and 6KA.](image-url)

4.2 Experimental design

The Earth’s orbital parameters are calculated internally by the model, using the method of Berger (1978). However, the insolation changes arising from orbital forcing over the last millennium are relatively modest (Fig. 13a). At low latitudes, the changes consist of increasing insolation during the first half of the year, accompanied by decreasing insolation during the second half. At high latitudes, relatively strong decreases in insolation occur during the Northern Hemisphere winter, as well as during the Southern Hemisphere spring and summer. These decreases are accompanied by smaller increases in insolation during the other times of the year.

Total solar irradiance (TSI) was taken from Steinilber et al. (2009). This reconstruction is derived from measurements of the cosmogenic radionuclide $^{10}$Be in polar ice cores and covers the past 9300 yr. The data is supplied as 40-yr means and thus does not include the 11-yr solar cycle. Values for TSI are provided at 5-yr intervals, so linear interpolation in time was used to derive annual values. The resulting timeseries is shown in Fig. 13b. Dips in TSI that persist for multiple decades represent the solar grand minima (Eddy, 1976; Usoskin et al., 2007), with the lowest solar activity over the last millennium being associated with the Spörer Minimum (~1390–1550 CE). Other dips are associated with the Wolf Minimum (~1270–1340 CE), the Maunder Minimum (~1645–1715 CE) and the Dalton Minimum (~1790–1830 CE). Compared with earlier reconstructions (e.g., Lean et al., 1995; Lean, 2000), the magnitude of the TSI reduction associated with the Maunder Minimum is much smaller. The minimum value of the TSI during the Maunder Minimum
Fig. 13. The boundary conditions applied during experiment LAST1000: (a) the change in insolation arising from orbital forcing, 2000 CE minus 1001 CE (W m$^{-2}$), (b) total solar irradiance, (c) effective total solar irradiance, taking into account stratospheric sulphate aerosols arising from volcanic eruptions, and (d) equivalent atmospheric carbon dioxide concentration.

The volcanic anomalies were added to the timeseries of TSI derived from Steinhilber et al. (2009) to derive values of an effective TSI. The resulting timeseries is shown in Fig. 13c, and it is these values that were used to force the model. The largest volcanic eruption to take place during the last millennium is that of 1258 CE, the location of which is unknown (Gao et al., 2008). This gives rise to a radiative forcing of $-13$ W m$^{-2}$, equivalent to a 5.5% reduction in TSI. Other eruptions which give rise to a reduction of at least 2.5% in TSI are Kuwae (1452 CE), Laki (1783 CE) and Tambora (1815 CE). The radiative forcing caused by the 1991 CE Pinatubo eruption is $-3.2$ W m$^{-2}$, equivalent to a 1.3% reduction in TSI and in agreement with both observationally-derived values of $-2.7 \pm 1.0$ W m$^{-2}$ (Minnis et al., 1993) and calculated values of around $-3$ W m$^{-2}$ (Forster et al., 2007). Limitations in both the model physics and the reconstruction result in inherently unrealistic representations of volcanic eruptions. The radiative forcing associated with each eruption is both spatially and seasonally uniform, being applied from 1 January to 31 December of the year in which the eruption took place. However, the annual- and global-scale representation of the impacts should be at least approximately correct.

From Fig. 13, it is apparent that the radiative forcings caused by individual volcanic eruptions can exceed the amplitude of the changes in TSI by up to two orders of magnitude. Even on centennial timescales, volcanic forcing of
Fig. 14. The changes in surface temperature over the last millennium according to the “all proxy” timeseries of Mann et al. (2009) (black) and experiment LAST1000 (annual values in red, 10-yr running mean in green): (a) Northern Hemisphere surface air temperature, and (b) Niño 3 sea surface temperature. The values shown are expressed as anomalies relative to the 1001–1850 CE mean. The 95 % confidence interval for Mann et al. (2009) is indicated by grey shading.

Anthropogenic greenhouse gas concentrations were taken from MacFarling Meure et al. (2006). This dataset combines the ice core record from Law Dome in Antarctica with direct measurements taken at Cape Grim in Tasmania, Australia. The concentrations of CO$_2$, CH$_4$ and N$_2$O are provided, with a 20-yr smoother having been applied in the case of CO$_2$ and CH$_4$, and a 40-yr smoother having been applied in the case of N$_2$O. These concentrations were converted into equivalent CO$_2$ concentrations (CO$_2^e$), which were calculated so as to impose a radiative forcing equivalent to that arising from the changes in the concentrations of each of the three gases. The expressions provided in Table 6.2 of Ramaswamy et al. (2001) were used, with the unperturbed CH$_4$ and N$_2$O concentrations set to 760 and 270 ppb, respectively. The resulting timeseries of CO$_2^e$ values is shown in Fig. 13d, and it is these values that were used to force the model. Prior to 1800 CE, CO$_2^e$ varies within the narrow range 269 to 282 ppm, before rising to 410 ppm by 2000 CE. Relative to the CO$_2$ concentration of 280 ppm used in the control simulation, these values equate to a radiative forcing of between $-0.22$ and $+0.04$ W m$^{-2}$ prior to 1800 CE, increasing to $+2.04$ W m$^{-2}$ by 2000 CE. Because version 1.0 of Mk3L does not include an aerosol scheme, anthropogenic aerosols were not considered here. However, given a suitable reconstruction of the radiative forcing arising from past changes in anthropogenic aerosols, it would be possible to take these into account via adjustments to the equivalent CO$_2$ concentration.

There are only two differences between the experimental design used here and the protocols specified for the Last Millennium (850–1850 CE) and Historical (1850–2005+ CE) experiments by CMIP5 (http://cmip-pcmdi.llnl.gov/cmip5/) and PMIP3 (http://pmip3.lsce.ipsl.fr/). For consistency, the solar reconstruction of Steinhilber et al. (2009) is used here for the entire period 1001–2000 CE, whereas the CMIP5/PMIP3 protocol specifies a transition to the reconstruction of Wang et al. (2005) after 1850 CE (Schmidt et al.,
The Law Dome dataset of MacFarling Meure et al. (2006) is used here to provide the concentrations of all anthropogenic greenhouse gases, whereas the dataset supplied by CMIP5/PMIP3 uses data from multiple ice cores to derive the N2O concentration (Schmidt et al., 2011). Both these differences in the experimental design are negligible.

To conduct a transient simulation of the last millennium, Mk3L was first initialised from the state of the control simulation at the end of model year 100. It was then integrated for 100 yr under static 1000 CE boundary conditions, with this being a sufficient duration for the model to respond to the small change in boundary conditions relative to the control simulation. Finally, the transient simulation was initialised from the state of the model at the end of the 1000 CE snapshot simulation. This transient simulation shall be referred to hereafter as LAST1000. Over the 1000-yr period of the control simulation which corresponds to experiment LAST1000, drift in global-mean SAT amounts to a cooling of just 0.08 K. The results presented here are not corrected for drift.

### 4.3 The response of the model

The simulated changes in Northern Hemisphere (NH) SAT and the mean SST in the Niño 3 region (150°–90° W, 5° S–5° N) are shown in Fig. 14. They are compared with the reconstruction of Mann et al. (2009), hereafter referred to as M2009, which is derived from a global multiproxy network comprising more than a thousand individual records. Temperature is reconstructed by calibrating the proxy network against instrumental data covering the period from 1850 to 1995 CE. Proxy data with both annual and decadal resolution are used to derive the reconstruction, so only variations on interdecadal timescales are meaningful. Both the simulated and reconstructed temperatures are expressed in Fig. 14 as anomalies relative to the 1001–1850 CE mean, and the ±2 standard deviation uncertainty range is shown for M2009.

During the pre-industrial period, Mk3L captures the decadal-to-centennial scale variations in NH SAT well. Prior to 1850 CE, the ten-year running mean for the model rarely exceeds the confidence interval for M2009. However, the model underestimates the magnitude of the relative warmth during the 11th century, being ~0.2 K cooler than the reconstruction. It also simulates a strong cooling in response to the volcanic eruption of 1258 CE. This is not apparent in M2009, although the decadal resolution of the reconstruction would result in a greatly attenuated signal. Prior to 1850 CE, there is no long-term trend in the simulated Niño 3 SST. This is consistent with the long-term trend in M2009 over the bulk of this period, except for the failure to capture the relatively cool conditions during the 11th century. Mk3L therefore fails to simulate the La Niña-like conditions that appear to have prevailed during the Mediaeval Climate Anomaly (Mann et al., 2009).

During the industrial period, the model slightly overestimates the warming trend in NH SAT relative to the reconstruction, with the simulated mean temperature anomaly for 1991–2000 CE being ~0.2 K warmer than M2009. This may reflect the fact that the model simulation does not account for the effects of anthropogenic aerosols. However, as the model correctly simulates the observed global-mean warming during the 20th century (Sect. 4.5), it may also indicate that the reconstruction underestimates the magnitude of the anthropogenic warming trend. Nonetheless, the simulated increase in the Niño 3 SST over the industrial period is consistent with the reconstruction.

The response of the model will now be analysed in more detail, with the sensitivities to natural and anthropogenic forcings considered separately.

### 4.4 Sensitivity to natural forcings

On annual and decadal timescales, volcanic forcing generally exceeds in magnitude the variations in total solar irradiance (TSI). Only on centennial timescales is it therefore possible to determine the sensitivity of the model to changes in solar output. The situation is complicated by the fact that, of the four solar grand minima to have occurred during the last millennium, three have coincided with the three largest volcanic eruptions: the eruption of 1258 CE occurred shortly before the Wolf Minimum, the Kuwae eruption (1452 CE) occurred during the Spörer Minimum, and the Tambora eruption (1815 CE) occurred during the Dalton Minimum. Only the Maunder Minimum (~ 1645–1715 CE) was free of major volcanic eruptions.

According to M2009, the NH SAT during the period 1645–1715 CE differs from the 1001–1850 CE mean by a statistically-significant margin only during the first three years (1645–1647 CE). This appears to be in response to the Mount Parker volcanic eruption in 1641 CE, which causes the NH SAT to dip ~0.4 K below the 1001–1850 CE mean. For the remainder of the Maunder Minimum, it is not possible to reject the null hypothesis that the temperature was the same as the 1001–1850 CE mean.

Mk3L simulates an average NH SAT during the Maunder Minimum that is 0.12 K below the 1001–1850 CE mean, with a 95% confidence interval of ±0.03 K. Despite the lack of major volcanic eruptions, the coldest 71-yr period during experiment LAST1000 is 1641–1711 CE, which coincides almost exactly with the Maunder Minimum. Furthermore, the period 1641–1711 CE is 0.05 ± 0.04 K colder than the 71-yr period that precedes it and 0.10 ± 0.04 K colder than the 71-yr period that follows it. This strongly suggests that the simulated cooling during this period is a response to solar forcing, and that the sensitivity of the model to the reduction in solar output associated with the Maunder Minimum is a hemispheric-mean cooling of ~0.05–0.1 K.

The short timescales associated with volcanic forcing make it easier to determine the sensitivity of the model to the radiative forcing arising from volcanic eruptions. In response to the eruption of 1258 CE, Mk3L simulates a reduction...
in NH SAT of ~1.1 K. There is considerable evidence of widespread climatic, social and economic disruptions in the aftermath of this eruption (Stothers, 2000), accompanied by a reduction of 1.5 K in summer temperatures in the European Alps (Büntgen et al., 2006). However, no hemisphere-wide temperature signal is apparent in M2009. There are a number of possible explanations for this discrepancy: the decadal resolution of the reconstruction; the fact that proxy networks which incorporate tree ring data underestimate the magnitude of the cooling in response to large volcanic eruptions (Robock, 2005); or the fact that the climatic response to volcanic eruptions is neither spatially nor seasonally uniform (Robock, 2000). This latter issue might cause proxy networks to exhibit differing sensitivities to individual eruptions. It would also mean that the parameterisation of volcanic eruptions as a uniform radiative forcing, as in experiment LAST1000, is highly unrealistic on both a regional and seasonal scale. Alternatively, Timmreck et al. (2009) show that once the size distributions of aerosol particles are taken into account in an Earth system model, the magnitude of the simulated temperature response to the 1258 CE eruption can be reduced substantially. This challenges the simple relationship assumed here between stratospheric sulphate aerosol loading and aerosol optical depth, and suggests that the scaling applied to loadings greater than 15 Tg (Sect. 4.2) does not adequately reflect the increase in particle size arising from coagulation.

In contrast, M2009 records decadal-scale cooling in response to the Kuwae (1452 CE) and Tambora (1815 CE) eruptions. The decadal-scale response of Mk3L is consistent with the reconstruction in both cases. During the three years following the 1991 CE Pinatubo eruption, which begins on 1 January 1991 CE in experiment LAST1000, the model simulates a NH SAT that remains at least 0.2 K below the 1990 CE value. The three-year period 1991–1993 CE is 0.28 ± 0.09 K cooler than the preceding three-year period 1988–1990 CE. This is consistent with the analysis of Thompson et al. (2009) who, after removing other influences on global-mean SAT, find a peak cooling of ~0.4 K one year after the eruption, with cooling of at least ~0.2 K persisting for three years.

Figure 15 shows the simulated temperature anomalies during the Mediaeval Climate Anomaly (MCA; 1001–1250 CE) and the Little Ice Age (LIA; 1400–1700 CE). These periods represent the pre-industrial extremes in the centennial-scale NH SAT over the last millennium, and thus they provide a test of the ability of the model to simulate centennial-scale changes in the climate. Although Mann et al. (2009) define the MCA as beginning in 950 CE, the year 1001 CE is used here as this is the first year of experiment LAST1000; regardless, Mann et al. (2009) note that the temperature patterns associated with the MCA and LIA are not sensitive to the precise time intervals used. Relative to the 1001–1850 CE mean, the model simulates weak warming during the MCA and weak cooling during the LIA. These changes are amplified over Central Asia and at high latitudes, particularly over the Southern Ocean. However, apart from some regional cooling over the North Atlantic during the MCA, the changes are otherwise relatively uniform. The model therefore appears to simulate a primarily thermal response to the forcing changes, with the lack of spatial variations indicating little in the way of a dynamical response.

Nonetheless, the simulated spatial pattern of the MCA-LIA temperature difference is broadly consistent with Mann et al. (2009). The MCA is generally warmer than the LIA, particularly at high latitudes, with the simulated global-mean SAT difference being 0.14 ± 0.02 K. This is slightly less than the reconstructed difference of 0.24 K (Mann et al., 2009), and reflects the failure of the model to capture the relatively warm conditions that prevailed during the 11th century. The model also fails to capture some of the regional-scale
cooling, particularly that associated with the La Niña-like pattern of temperature changes over the Pacific Basin. However, neither the GISS-ER nor the NCAR CSM 1.4 models capture this signature either, suggesting that it may be stochastic in origin (Mann et al., 2009).

4.5 Sensitivity to anthropogenic forcings

Mk3L simulates an increase in global-mean SAT between 1861–1900 CE and 1991–2000 CE of 0.62 ±0.06 K, which is consistent with the observationally-based estimate of 0.6±0.2 K (Folland et al., 2001). Over the 20th century, the transient sensitivity of the model to increasing concentrations of anthropogenic greenhouse gases is therefore consistent with observations. However, the model simulation does not account for the effects of anthropogenic aerosols, which act to cool the climate system (Forster et al., 2007). This may indicate that the transient climate sensitivity of Mk3L is too low. The simulated global-mean SAT for the period 1991–2000 CE is 14.08±0.05 °C, which is 0.46 K warmer than the pre-industrial control simulation (Part 1; Phipps et al., 2011) but still 0.33 K cooler than the mean value of 14.41 °C according to the NCEP-DOE Reanalysis 2 (Kanamitsu et al., 2002, hereafter referred to as NCEP2).

The spatial pattern of the 20th century warming is shown in Fig. 16a and is consistent with observed trends (Folland et al., 2001). Warming occurs over most of the Earth’s surface, and is strongest at high latitudes and over Central Asia. However, there is also some localised cooling; this is particularly strong in the North Atlantic Ocean, where the cooling signal arises within the model because of a weakening of the meridional overturning circulation (Fig. 17). North Atlantic Deep Water formation decreases in response to elevated anthropogenic greenhouse gas concentrations during the industrial period, with the mean rate for the period 1951–2000 CE (12.8 Sv) being 14 % weaker than the mean rate for the period 1001–1850 CE (14.9 Sv).

The discrepancy in the average SAT for 1991–2000 CE, relative to NCEP2, is shown in Fig. 16b. Relative to the pre-industrial control simulation (Fig. 4 of Part 1; Phipps et al., 2011), the warming at high latitudes and cooling over Hudson Bay leads to a slightly improved agreement with the reanalysis. The root-mean-square error in annual-mean SAT relative to NCEP2 is 1.77 K, as opposed to an error of 1.90 K for the pre-industrial control.

During the 20th century, the model simulates a warming trend throughout the troposphere, accompanied by a cooling trend throughout the stratosphere (Fig. 16c). The magnitude of these trends is consistent with observations, which indicate cooling of the stratosphere between 1958 CE and 2004 CE of ~1.5 K, accompanied by a warming of the troposphere of up to 0.5 K (Trenberth et al., 2007). The discrepancy in the average zonal-mean temperature for 1991–2000 CE, relative to NCEP2, is shown in Fig. 16d. The simulated 20th century changes improve the agreement with the reanalysis, relative to the pre-industrial control simulation (Fig. 7 of Part 1; Phipps et al., 2011). In particular, the stratospheric cooling reduces the magnitude of the positive anomalies in the lower stratosphere.

4.6 Summary

Mk3L is broadly successful at capturing the observed changes in the climate system over the last millennium. The response to solar and volcanic forcing during the pre-industrial period is largely consistent with the reconstruction of Mann et al. (2009), with the model simulating a hemispheric-mean cooling of ~0.05–0.1 K in response to the reduction in solar output associated with the Maunder Minimum. However, the model simulates strong cooling in response to the volcanic eruption of 1258 CE, which does not appear in the reconstruction. The model also underestimates the magnitude of the relative warmth associated with the Medieval Climate Anomaly, and fails to reproduce the La Niña-like signature in the temperature changes. This suggests that it may be failing to capture the dynamical response of the climate system to the natural radiative forcings that appear to have given rise to the MCA (Mann et al., 2009).

The simulated response to increasing concentrations of anthropogenic greenhouse gases is consistent with observations, with the model simulating warming of 0.62 ±0.06 K during the 20th century. However, as the effects of anthropogenic aerosols are not taken into account, this suggests that the transient climate sensitivity of the model may be too low. The warming trend extends throughout the troposphere, accompanied by a stronger cooling trend in the stratosphere.

The incorporation of schemes for aerosols and atmospheric chemistry would allow the effects of solar and volcanic forcing to be better represented within Mk3L; in particular, the model would be able to take into account the size distributions of aerosol particles and would be able to simulate the effects of ozone photochemistry. Such enhancements would also allow the model to represent the effects of anthropogenic aerosols. Rotstayn et al. (2007), for example, used a version of the CSIRO model similar to Mk3L but including an interactive aerosol scheme. They found that their model was successful at reproducing the observed decadal changes in global-mean SAT over the period 1871–2000 CE, including the mid-20th century cooling.

5 CO₂ stabilisation experiments

5.1 Introduction

In this section, the transient and equilibrium responses of Mk3L to an increase in the atmospheric carbon dioxide concentration are investigated. Scenarios are employed in which the CO₂ concentration is increased at 1 % per year, before being stabilised at two, three and four times the pre-industrial level. These idealised scenarios allow a direct comparison
with the models which participated in the Coupled Model Intercomparison Project (CMIP; Meehl et al., 2000, 2007a).

A number of studies have assessed the response of versions of the CSIRO model to increases in atmospheric carbon dioxide. Using slab ocean versions of the CSIRO Mk1 and Mk2 general circulation models, Watterson et al. (1999) found climate sensitivities, defined as the equilibrium global-mean SAT increase in response to a doubling of the CO₂ concentration, of 4.84 and 4.34 K, respectively. A subsequent study assessed the slab ocean version of the CSIRO Mk3.0 general circulation model, and found that weaker feedbacks gave it a lower climate sensitivity of 3.08 K (Watterson and Dix, 2005). Another version of the CSIRO model, similar in nature to Mk3L, was found to have a climate sensitivity of 3.52 K when coupled to a mixed-layer ocean model (Rottstyn and Penner, 2001).

The response of the CSIRO Mk2 coupled atmosphere-ocean general circulation model (AOGCM) has also been
studied. Hirst (1999) investigated both the transient and the long-term responses of the model to a trebling of the CO₂ concentration. Bi et al. (2001, 2002) and Bi (2002) expanded upon this work, using the acceleration technique of Bryan (1984) to integrate the model to equilibrium. The final response to a CO₂ trebling was found to be an increase in global-mean SAT of 7.3 K.

The long-term responses of other AOGCMs to increased atmospheric CO₂ concentrations have also been studied (Manabe and Stouffer, 1993, 1994; Stouffer and Manabe, 1999, 2003; Senior and Mitchell, 2000; Voss and Mikolajewicz, 2001; Bryan et al., 2006; Danabasoglu and Gent, 2009). In combination with the CMIP models, these simulations provide a basis against which to compare the response of Mk3L.

5.2 Experimental design

Three transient climate change simulations are presented. They were initialised from the state of the control simulation at the end of model year 100. The atmospheric carbon dioxide concentration was then increased at 1 % per year from the start of model year 101, until it reached either two, three or four times the pre-industrial value of 280 ppm (experiments 2CO₂, 3CO₂ and 4CO₂, respectively). The final CO₂ concentrations of 560, 840 and 1120 ppm were reached in model years 170, 211 and 240.

Prior to model year 170, the CO₂ concentrations for each of the three transient experiments are identical; each experiment therefore exhibits the same temperature increases. During the transient stage of experiment 4CO₂, the global-mean SAT warms by 1.6 K upon a doubling of the CO₂ concentration, and by 3.7 K upon a quadrupling. The ongoing warming exhibited by experiments 2CO₂, 3CO₂ and 4CO₂ indicates that they have not reached thermal equilibrium, even by the end of a 4000-yr simulation. By the final century of experiment 2CO₂, global-mean SAT has increased by 3.9 K relative to the first century of the control simulation and is still increasing at a rate of 0.015 K century⁻¹.

The transient climate response (TCR) of a climate model is defined as the global-mean SAT anomaly for the period 61–80 yr after the CO₂ concentration begins to increase (e.g. Gregory and Forster, 2008). The value obtained here for Mk3L, and the 95% confidence interval, is 1.59 K ± 0.08 K. This value lies within the 5–95% uncertainty range of 1.2–2.4 K for the AOGCMs which were analysed by the IPCC Fourth Assessment Report (AR4), but is slightly less than the mean value of 1.76 K (Meehl et al., 2007b). It is also consistent with the estimated 5–95% uncertainty range for the true climate system of 1.3–2.3 K (Gregory and Forster, 2008). A low value for the TCR is consistent with the fact that the model correctly simulates the magnitude of the 20th century warming trend, despite not being forced with changes in anthropogenic aerosols (Sect. 4.5). Given that anthropogenic aerosols act to cool the climate system (Forster et al., 2007), the model might be expected to over-estimate the 20th century warming trend if its TCR was the same as that of the true climate system.

The equilibrium climate sensitivity (ECS) of a climate model is defined as the equilibrium increase in global-mean SAT in response to a doubling of the CO₂ concentration. Based on the warming experienced by the final century of experiment 2CO₂, the ECS of Mk3L is at least 3.85±0.02 K. The magnitude of the ongoing warming suggests that the equilibrated response of the model is likely to be several tenths of a degree greater. Taking the drift in the control simulation into account also gives a larger value for the ECS; relative to the final century of the control simulation, rather than the first, global-mean SAT has increased by 4.41 ± 0.02 K by
the end of experiment 2CO2. Values of the ECS between 3.85 and 4.41 K are consistent with the 5–95% uncertainty range for the AR4 AOGCMs of 2.1–4.4 K, but are greater than the mean value of 3.26 K (Meehl et al., 2007b). They are also consistent with the “likely” range for the true climate system of 2–4.5 K (Meehl et al., 2007b).

It should be emphasised that there is a difference in methodology between this study and AR4. As a result of the computational expense of state-of-the-art AOGCMs, the ECS is typically determined by replacing the oceanic component of a model with a non-dynamic slab ocean (e.g. Meehl et al., 2007b). In contrast, the full Mk3L AOGCM is studied here. Although flux adjustments are used, the thermohaline circulation – and therefore the ocean heat transport – is free to evolve, unlike in a slab ocean model. Danabasoglu and Gent (2009) show that the slab ocean approach underestimates the ECS by just 0.14 K in the case of CCSM3, but no attempt appears to have been made to validate this approach across multiple models. Earlier studies that addressed this question using other models were unable to reach definitive conclusions, either because the simulations were too short or because of drift in the control simulation (Stouffer and Manabe, 1999; Senior and Mitchell, 2000; Gregory et al., 2004). Prior to Danabasoglu and Gent (2009), only one study appears to have been successful in determining the ECS of an AOGCM other than the CSIRO model by integrating it to equilibrium: Stouffer and Manabe (2003) determine an ECS for the GFDL model of 4.33 K.

For the AR4 models, there is a strong positive correlation between the TCR and the ECS (Meehl et al., 2007b). Thus the fact that the ECS determined here for Mk3L is relatively high, despite the fact that the TCR is relatively low, deserves...
The theoretical framework of Gregory and Forster (2008) is therefore used to study the transient and equilibrium climate sensitivities of Mk3L. This approach describes the short-term transient response of a model in terms of a climate resistance $\rho$. The heat balance of the climate system is therefore described by $F = \rho \Delta T$, where $F$ is the radiative forcing and $\Delta T$ is the change in global-mean SAT. $\rho$ is the sum of the climate feedback parameter $\alpha$ and an ocean heat uptake efficiency $\kappa$. This latter parameter characterizes the transient response of the deep ocean as that of a heatsink, and relates the net heat flux into the climate system $N$ to the global-mean temperature change via the relationship $N = \kappa \Delta T$. $\kappa$ is a time-dependent property of the climate system, and will tend towards zero as the system approaches thermal equilibrium.

The values of the parameters $\rho$, $\alpha$ and $\kappa$ are diagnosed for Mk3L by linearly regressing decadal-mean values of $F$, $F - N$ and $N$ against decadal-mean values of $\Delta T$ for the first 70 yr of experiment 4CO2. The resulting values, and the associated 95% confidence intervals, are shown in Table 2, along with the 5–95% uncertainty ranges derived for the CMIP3 AOGCMs by Gregory and Forster (2008). For all three parameters, the values diagnosed for Mk3L are consistent with the median values derived for the CMIP3 ensemble, demonstrating that the transient response of Mk3L is entirely consistent with that of other models. Given $F_{2\times} = 3.7 \text{ W m}^{-2}$, the value of $\rho = 2.12 \pm 0.14 \text{ W m}^{-2}$ equates to a TCR of $1.75 \pm 0.12 \text{ K}$. This is higher than the value of $1.59 \pm 0.08 \text{ K}$ derived above, with the discrepancy being due to the “cold start” effect (Hasselmann et al., 1993). The presence of this effect within Mk3L is demonstrated by Figure 20, which shows that no warming occurs during the first decade of experiment 4CO2. This reduces the overall magnitude of the warming experienced during the first 70 yr, and therefore causes the TCR to be lower than would be expected from an analysis of the feedbacks within the model. The magnitude of the cold start can be estimated by calculating the line of best fit to years 11–70 of experiment 4CO2, extending the line backwards to the start of the experiment, and then comparing it with the line of best fit to the control simulation. This method is demonstrated graphically in Fig. 20, and gives an estimated magnitude for the cold start effect within Mk3L of 0.18 K. This is smaller than the estimated value of 0.33 K for the CSIRO Mk2 coupled model (Gordon and O’Farrell, 1997).

In contrast, the value of $\alpha = 1.48 \pm 0.19 \text{ W m}^{-2}$ equates to an ECS of $2.50 \pm 0.32 \text{ K}$. This is much lower than the value of at least $3.85 \pm 0.02 \text{ K}$ derived above, and indicates that the strengths of the feedbacks within the model are strongly dependent upon the simulated state of the climate system. Equivalent behaviour has been found in a version of the Hadley Centre climate model. A ~40% increase in the “effective” ECS was found to occur in response to a doubling of the CO2 concentration, with the cloud feedback found to be responsible (Senior and Mitchell, 2000). Thus the apparent conflict between the relatively low TCR and the relatively high ECS for Mk3L can be attributed to a combination of the cold start effect and the time-dependence of climate feedbacks.

Compared to the CSIRO Mk2 coupled model, Mk3L has a lower TCR and appears to also have a lower ECS. The TCR for Mk2 has been determined to be $1.73 \text{ K}$, increasing to $2.01 \text{ K}$ once drift in the control simulation is allowed for, and up to $2.34 \text{ K}$ once the cold start effect is allowed for as well (Gordon and O’Farrell, 1997). In contrast, the value found here for Mk3L is $1.59 \pm 0.08 \text{ K}$. Although the ECS has not been determined for the Mk2 coupled model, the equilibrated response to a trebling of the CO2 concentration is an increase in global-mean SAT of $7.3 \text{ K}$ (Bi, 2002). In contrast, by the final century of experiment 3CO2, the global-mean SAT has increased by $5.91 \pm 0.02 \text{ K}$ relative to the first century of the control simulation, and by $6.47 \pm 0.02 \text{ K}$ relative to the final century of the control simulation. Mk2 and Mk3L share the same ocean model, and the differences between the climate sensitivities of the two models therefore appear to arise from differences in the physics of the atmosphere models. This is consistent with the lower ECS of the slab ocean version of the CSIRO Mk3.0 model, from which the atmospheric component of Mk3L is derived, relative to the slab ocean version of Mk2 (Watterson and Dix, 2005).

### 5.4 Sea ice

The evolution of the hemispheric sea ice extents during each experiment is shown in Fig. 19b and c. There is a rapid decline in sea ice cover as the atmospheric CO2 concentration increases, which continues after the concentration is
Table 2. The climate feedback parameter ($\alpha$), ocean heat uptake efficiency ($\kappa$) and climate resistance ($\rho$) for the CMIP3 AOGCMs (Gregory and Forster, 2008) and Mk3L. The 5–95 % uncertainty range is shown for the CMIP3 ensemble, and the 95 % confidence interval is shown for Mk3L.

<table>
<thead>
<tr>
<th></th>
<th>CMIP3</th>
<th>Mk3L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate feedback parameter ($\alpha$, W m$^{-2}$ K$^{-1}$)</td>
<td>1.4 ± 0.6</td>
<td>1.48 ± 0.19</td>
</tr>
<tr>
<td>Ocean heat uptake efficiency ($\kappa$, W m$^{-2}$ K$^{-1}$)</td>
<td>0.6 ± 0.2</td>
<td>0.64 ± 0.17</td>
</tr>
<tr>
<td>Climate resistance ($\rho$, W m$^{-2}$ K$^{-1}$)</td>
<td>2.0 ± 0.7</td>
<td>2.12 ± 0.14</td>
</tr>
</tbody>
</table>

stabilised. In experiment 4CO2, the ice cover in the Northern Hemisphere disappears completely by model year 700.

During the transient stage of experiment 4CO2, the response to a doubling of the CO$_2$ concentration is a decrease in the annual-mean sea ice extent of $1.9 \times 10^{12}$ m$^2$ (17 %) in the Northern Hemisphere, and $2.7 \times 10^{12}$ m$^2$ (21 %) in the Southern Hemisphere, relative to the first century of the control simulation. These changes are consistent with those models which participated in CMIP (Flato and Participating CMIP Modelling Groups, 2004).

By the final century of experiments 2CO2 and 3CO2, the average Northern Hemisphere sea ice extent is 36 % and 67 % less, respectively, than for the first century of the control simulation. In the Southern Hemisphere, less than 10 % of the ice cover remains in all three transient experiments. Bi (2002), using the CSIRO Mk2 coupled model, finds larger changes in response to a trebling of the atmospheric CO$_2$ concentration, with the sea ice disappearing completely in the Northern Hemisphere. This behaviour is consistent with the greater climate sensitivity of that model.

The average annual-mean sea ice concentrations for the final century of each experiment are shown in Fig. 21, with the extent to which the sea ice disappears in each hemisphere being apparent. In experiments 2CO2 and 3CO2, year-round ice cover persists in both hemispheres; in experiment 4CO2, year-round ice cover persists in the Western Ross Sea (not shown).

5.5 Ocean temperature

The evolution of the simulated potential temperature of the world ocean is shown in Fig. 22. Consistent with the changes in surface air temperature, the upper ocean warms rapidly as the atmospheric CO$_2$ concentration increases. It continues to warm, but at a decreasing rate, once the CO$_2$ concentration has been stabilised. By the final century of experiment 2CO2, the upper ocean has warmed by 3.3 K relative to the first century of the control simulation and is still warming at a rate of 0.016 K century$^{-1}$.

The slow penetration of the surface warming into the ocean interior is apparent from Fig. 22c,d. While the upper ocean exhibits the greatest warming, the temperatures of the mid- and deep oceans are still increasing rapidly by the end of each experiment; this indicates that the model is a long way from reaching equilibrium with the enhanced atmospheric CO$_2$ concentrations. By the end of experiments 2CO2, 3CO2 and 4CO2, the deep ocean is still warming at a rate of 0.06, 0.10 and 0.15 K century$^{-1}$, respectively. Long response timescales are also encountered in other models, with Danabasoglu and Gent (2009) finding ongoing warming of the ocean 3000 yr after a doubling of the CO$_2$ concentration in CCSM3. Stouffer and Manabe (2003) find that it takes the GFDL model around 4000 yr to reach equilibrium in response to a doubling of the CO$_2$ concentration, and around 5000 yr in response to a quadrupling.

5.6 North Atlantic Deep Water

The evolution in the rate of North Atlantic Deep Water (NADW) formation during each experiment is shown in Fig. 23a. The rates of deep water formation are determined from the peak values of the meridional overturning stream-function for the respective cells. NADW formation weakens significantly as the atmospheric CO$_2$ concentration increases, reaching a minimum strength within each experiment during the years immediately after the CO$_2$ concentration has been stabilised. At the end of the transient stage of experiment 4CO2, the average rate of NADW formation is 7.9 Sv, which is 47 % weaker than for the first century of the control simulation.

The weakening of the thermohaline circulation in response to a transient increase in the atmospheric CO$_2$ concentration is a common feature of AOGCMs, and has been widely studied (Manabe and Stouffer, 1994; Bi et al., 2001; Stouffer and Manabe, 2003; Wood et al., 2003; Hu et al., 2004; Gregory et al., 2005; Bryan et al., 2006). The decrease in the rate of NADW formation exhibited by Mk3L is larger than for most of the CMIP models, which exhibit decreases of 10–50 % upon a quadrupling of the CO$_2$ concentration (Gregory et al., 2005). The response of Mk3L is also stronger than that of CCSM3, which experiences a 22–26 % per century decline in the rate of NADW formation in response to a 1 % per year CO$_2$ increase (Bryan et al., 2006).

Once the CO$_2$ concentration has been stabilised, the rate of NADW formation gradually recovers, and has returned to or exceeded its original strength by the end of each experiment. The recovery of the thermohaline circulation after a doubling of the CO$_2$ concentration is a robust feature of AOGCMs (Manabe and Stouffer, 1993, 1994; Stouffer and...
Fig. 21. The average annual-mean sea ice concentration (percent) for years 3901–4000 of each experiment: (a–c) Northern Hemisphere, experiments 2CO2, 3CO2 and 4CO2, respectively, and (d–f) Southern Hemisphere, experiments 2CO2, 3CO2 and 4CO2, respectively. The sea ice concentration is only shown where the value is greater than or equal to 15%.

To identify the mechanisms which drive the changes in the thermohaline circulation in Mk3L, Fig. 24 shows the changes in the North Atlantic Ocean (50°–65° N) during each of the stabilisation experiments. The upper panel shows the anomalies in the area-integrated virtual salt flux, expressed relative to the first century of the control simulation. These values incorporate all the components of the surface balances of freshwater and salt: precipitation, evaporation, runoff and sea ice freeze/melt. The virtual salt flux responds almost immediately to increases in the CO2 concentration, with the net salt flux into the North Atlantic decreasing as a result of enhanced poleward moisture transport. Once the CO2 concentration is stabilised, the virtual salt flux stabilises almost immediately within experiments 2CO2 and 3CO2. However, in experiment 4CO2, a further slow decrease continues until around year 500.

Following the approach of Manabe and Stouffer (1994), Bi et al. (2001) and Bi (2002), the changes in the sea surface density (SSD) are now decomposed into two components:

\[ \Delta_T \sigma_i = \sigma_i(T, S_0) - \sigma_i(T_0, S_0) \]  
\[ \Delta_S \sigma_i = \sigma_i(T_0, S) - \sigma_i(T_0, S_0) \]

Here, \( T \) and \( S \) are the SST and SSS, respectively, within the stabilisation experiments, while \( T_0 \) and \( S_0 \) are the mean values for the first century of the control simulation.
Fig. 22. The change in annual-mean potential temperature during experiments CONTROL (black), 2CO2 (red), 3CO2 (green) and 4CO2 (blue): (a) the entire ocean, (b) the upper ocean (0–800 m), (c) the mid-ocean (800–2350 m), and (d) the deep ocean (2350–4600 m). The values shown are five-year running means and vertical dashed lines indicate model years 100, 170, 211 and 240.

is therefore the SSD change induced by changes in the SST, while $\Delta_{\sigma}T$ is the SSD change induced by changes in the SSS. These values are shown in Fig. 24b for each of the stabilisation experiments. The initial changes in the virtual salt flux give rise to a rapid decrease in SSD, as can be seen from the increasingly negative values of $\Delta_{\sigma}T$. However, as soon as the virtual salt flux stabilises, the values of $\Delta_{\sigma}T$ begin to increase again. This indicates a slow recovery from the reduction in the net surface salt flux. However, as soon as the virtual salt flux stabilises, the values of $\Delta_{\sigma}T$ begin to increase again. This indicates a slow recovery from the reduction in the net surface salt flux. In contrast, changes in the SST have no impact upon the SSD during the period of increasing CO2. Only once the CO2 concentration is stabilised, and the ocean gradually warms, do SST changes begin to influence the SSD. By the end of each simulation, SST and SSS changes make similar contributions towards the reduction in SSD. These results are consistent with those of Bi et al. (2001), who find that surface freshening accounts for the initial reduction in the rate of NADW formation in the CSIRO Mk2 coupled model.

Finally, Fig. 24c shows the changes in the mean stratification of the upper 905 m of the water column; this depth is chosen as it corresponds to the maximum strength of the meridional overturning streamfunction in the North Atlantic. The stratification is defined as the difference in $\sigma_{905}$ between a depth of 905 m and the surface. $\sigma_{905}$ is the potential density with respect to a pressure of 905 dbar, which is approximately equal to the pressure at this depth. Over the course of experiment 2CO2, there is little change in the stratification. In contrast, experiments 3CO2 and 4CO2 both experience an initial increase in stratification as the surface ocean warms, followed by a slow decrease over time as the warming penetrates to depth.

Thus, the evolution of the thermohaline circulation within each simulation is governed by a balance between rapid atmospheric processes and slow oceanic processes. Enhanced poleward moisture transport gives rise to an immediate surface freshening in all experiments as the CO2 concentration increases. In experiment 2CO2, the surface density then recovers almost to its original value within a few centuries, allowing the thermohaline circulation to return to its original strength. In experiments 3CO2 and 4CO2, however, the initial surface freshening is much stronger, giving rise to increasing stratification of the water column. While the thermohaline circulation also recovers to its original strength in both experiments, the recovery is slower because it requires the surface warming to penetrate to depth.

In the experiments analysed here, the SSD begins to recover as soon as the net surface salt flux into the North Atlantic is stabilised. This demonstrates that Mk3L belongs to
the category of models that feature a negative salt advection feedback in the Atlantic Basin (Drijfhout et al., 2011; Hawkins et al., 2011). Most coupled atmosphere-ocean models are found to belong to this category, including the CSIRO Mk3.0 and Mk3.5 coupled models (Drijfhout et al., 2011). These models will always recover from freshwater perturbations, as the North Atlantic overturning circulation exports salt from the Atlantic Basin. A weakening of the thermohaline circulation therefore reduces salt export, leading to a gradual re-salinification of the basin. This precludes the existence of multiple equilibria, characterised by stable “on” and “off” states of the North Atlantic overturning circulation (Drijfhout et al., 2011; Hawkins et al., 2011).

5.7 Antarctic Bottom Water

The rate of Antarctic Bottom Water (AABW) formation also weakens significantly as the atmospheric CO$_2$ concentration increases (Fig. 23b). However, unlike the decline in NADW, the rate of AABW formation continues to decline once the CO$_2$ concentration is stabilised. A slight recovery occurs in experiment 2CO$_2$, with a mean rate of AABW formation for the final century of 5.7 Sv. However, at higher CO$_2$ concentrations, no such recovery is encountered. This can be attributed to the large reduction in Antarctic sea ice cover and to the corresponding reduction in seasonal brine rejection. As a result, the surface water masses no longer have sufficient density to reach the abyssal ocean. The transient response of AABW formation in AOGCMs has received less attention than the response of NADW formation. However, a similar shutdown of AABW formation is exhibited by the CSIRO Mk2 coupled model (Hirst, 1999; Bi et al., 2001, 2002; Bi, 2002). Using the technique of Bryan (1984) to accelerate the convergence of the model to equilibrium, a resumption of
Fig. 24. The changes in the North Atlantic (50–65° N) during experiments 2CO2 (red), 3CO2 (green) and 4CO2 (blue): (a) the area-integrated virtual salt flux, expressed as an anomaly relative to the first century of CONTROL; (b) the mean changes in the sea surface density, relative to the first century of CONTROL, due to changes in temperature (dashed lines) and salinity (solid lines); and (c) the mean stratification of the upper 905 m of the water column, defined as the difference in $\sigma_{905}$ between a depth of 905 m and the surface. The values shown are five-year running means and vertical dashed lines indicate model years 100, 170, 211 and 240. Note the change in the scale of the time axis at year 500.

AABW formation occurs once the surface warming penetrates into the ocean interior (Bi et al., 2001; Bi, 2002).

The mean meridional overturning streamfunctions for the final century of each experiment are shown in Fig. 25. The cessation of AABW formation is apparent, particularly in experiments 3CO2 and 4CO2, as is the recovery of NADW formation. By the final century of all the CO2 stabilisation scenarios, the overturning cell in the North Atlantic has recovered to a state that is almost identical to that for the equivalent period of the control simulation; there is little change in either the strength or vertical extent of the overturning cell. Bi et al. (2001), Bi (2002) and Stouffer and Manabe (2003) find similar responses in the CSIRO Mk2 coupled model and GFDL model, respectively.

5.8 Antarctic Circumpolar Current

The Antarctic Circumpolar Current (ACC) strengthens slightly as the atmospheric CO2 concentration increases (Fig. 23c). For experiment 2CO2, the strength begins to decline again as soon as the CO2 concentration is stabilised; for experiments 3CO2 and 4CO2, however, the ACC continues to strengthen for a number of centuries after stabilisation, before ultimately weakening. By the final century of all of the transient experiments, the ACC is weaker than in the control simulation. The response of Mk3L to a trebling of the CO2 concentration is consistent with that of the CSIRO Mk2 coupled model, which exhibits an initial strengthening of the ACC followed by a slow weakening. These changes are found to be driven by changes in the density structure.
of the ocean interior and the reduction in the rate of AABW formation (Bi et al., 2002; Bi, 2002).

The transient response of Mk3L is also consistent with that of the 12 AOGCMs studied by Fyfe and Saenko (2006), who find a consistent strengthening and poleward shift of the ACC during the 20th and 21st centuries in response to increasing atmospheric greenhouse gases.

5.9 Summary

The response of Mk3L to scenarios in which the atmospheric carbon dioxide concentration is stabilised at two, three and four times the pre-industrial level is consistent with that of other climate system models. The global-mean SAT increases rapidly as the CO$_2$ concentration is increased, and slow ongoing warming is still occurring by the end of each 4000-yr simulation. The sea ice extent exhibits rapid and ongoing declines in both hemispheres, with the ice cover disappearing completely in the Northern Hemisphere when the CO$_2$ concentration is quadrupled.

The thermohaline circulation weakens as the CO$_2$ concentration increases, but the rate of NADW formation then recovers and has exceeded its original strength by the end of each experiment. The rate of AABW formation also weakens as the atmospheric CO$_2$ concentration is increased. Although there is a partial recovery in response to a doubling of the CO$_2$ concentration, no such recovery occurs in response to larger increases. The Antarctic Circumpolar Current strengthens at first in each experiment, before ultimately declining to a strength similar to the first century of the control simulation. With the shutdown of AABW formation, ventilation of the abyssal ocean ceases and the penetration of the surface warming to depth is slow. By the end of each 4000-yr experiment, the deep ocean is still exhibiting strong ongoing warming.

The TCR of Mk3L is $1.59 \pm 0.08$ K, which is consistent with the estimated uncertainty range for the true climate system and in the lower half of the 5–95 % uncertainty range for the AR4 models. In contrast, although the model was not integrated to equilibrium, it is determined that the ECS is at least $3.85 \pm 0.02$ K. This is consistent with the “likely” range for the true climate system, and in the upper half of the 5–95 % uncertainty range for the AR4 models. The relatively low value of the TCR appears to be due to the “cold start” effect, while the relatively high value of the ECS appears to be due to the time-dependence of climate feedbacks. Relative to other versions of the CSIRO model, Mk3L has a lower climate sensitivity than Mk2 but appears to have a higher sensitivity than Mk3.0. This is consistent with the nature of the model physics, with the oceanic component of Mk3L being derived from Mk2 but the atmospheric component being derived from Mk3.0.

**Fig. 25.** The average global meridional overturning streamfunction (Sv) for years 3901–4000 of each experiment: (a) CONTROL, (b) 2CO2, (c) 3CO2, and (d) 4CO2.
Flux adjustments are applied in Mk3L, both to improve the realism of the simulated control climate and to minimise drift. Previous studies have found no evidence that flux adjustments directly influence the climate sensitivity of models. For example, Sen Gupta et al. (2012) examine the CMIP3 models and find no evidence that the magnitude of the simulated 20th century warming trend differs between flux-adjusted and non-flux-adjusted models. Although Gregory and Mitchell (1997) find that the TCR is 30% less in the non-flux-adjusted version of HadCM2 than in the flux-adjusted version, this is attributed to the effect of the control climate on the magnitude of cloud feedbacks. Flux adjustments are therefore found to have only an indirect effect on the climate sensitivity. As the flux-adjusted version of the model has a more realistic control state, Gregory and Mitchell (1997) therefore conclude that this version is more likely to be correct. Thus, there is no reason to believe that the application of flux adjustments has any direct effect on the climate sensitivity of Mk3L. By ensuring a stable and realistic control state, it is likely that they act instead to improve the representation of climate feedbacks within the model.

6 Conclusions

The response of the CSIRO Mk3L climate system model to external forcings corresponding to past and future changes in the climate system has been evaluated.

Mk3L is able to simulate the larger-scale differences between the climate of the mid-Holocene and that of the present day, including increased summer temperatures at northern mid-latitudes and cooling in the tropics. However, it is unable to capture the full extent of the estimated precipitation changes over Northern Africa, possibly as a consequence of the static nature of the vegetation. While the model simulates a reduction of between 7 and 15% in the amplitude of ENSO, this is a smaller reduction than that implied by the palaeoclimate record. This discrepancy may reflect deficiencies in the realism of the simulated ENSO, arising from the model’s reduced spatial resolution.

Mk3L is also able to simulate the main features of the transient response of the climate system to insolation changes over the late Holocene. Decreasing insolation during the Northern Hemisphere summer drives large-scale cooling, while increasing insolation during the Southern Hemisphere summer drives large-scale warming. The model also simulates an overall upward trend in ENSO variability. However, the static nature of the vegetation prevents it from being able to reproduce the abrupt desertification of the Sahara that appears to have occurred at around 5500 yr BP. The acceleration technique of Lorenz and Lohmann (2004) has also been shown to have utility, although larger values of the acceleration factor reduce the ability to constrain trends in surface air temperature, precipitation or ENSO variability. The use of acceleration also influences the simulated temperatures in the ocean interior, indicating that large acceleration factors should not be used to simulate very long periods of time.

A transient simulation of the last millennium is broadly successful at capturing the observed changes in the climate system, including the transition from the Mediaeval Climate Anomaly to the Little Ice Age and the decadal-scale cooling in response to major volcanic eruptions. The magnitude and spatial pattern of the simulated 20th century warming are also consistent with observed trends. However, Mk3L appears to overestimate the cooling in response to the volcanic eruption of 1258 CE. This may indicate deficiencies in the model physics, but it could also indicate deficiencies in the volcanic reconstruction used to force the model or in the temperature reconstruction used to evaluate the model simulation. The model also underestimates the magnitude of the relative warmth associated with the Mediaeval Climate Anomaly, and fails to reproduce the apparent La Niña-like pattern of temperature changes over the Pacific Basin.

The response of Mk3L to a doubling, trebling and quadrupling of the atmospheric carbon dioxide concentration has also been assessed. The simulated changes are consistent with those of other models, with ongoing surface warming, reduced sea ice cover, a weakening and then recovery of the rate of NADW formation, and a permanent shutdown of AABW formation when the CO$_2$ concentration is trebled or quadrupled. The transient and equilibrium climate sensitivities are consistent with those of other models, although the transient response is relatively weak while the equilibrium response appears to be relatively strong.

Flux adjustments are applied within Mk3L. While flux adjustments are non-physical, an unrealistic control climate and excessive drift are arguably also non-physical (Sen Gupta et al., 2012). By ensuring that Mk3L has a realistic control state, flux adjustments act to improve the representation of climate feedbacks within the model. They also act to minimise drift, which is particularly important in a model that is intended primarily for millennial-scale climate simulation. Nonetheless, future development work should seek to produce a version of the model that does not require the application of flux adjustments to ensure a stable and realistic control climatology.

This evaluation has shown that Mk3L has considerable utility for studying the response of the climate system to a range of external forcings, particularly on the hemispheric and global scales. However, it has also identified areas where the utility of the model would be improved by enhancements to the physics. Incorporation of a dynamic vegetation scheme and/or a dust scheme might improve the ability of the model to simulate regional changes in the hydroclimate. A more realistic representation of El Niño-Southern Oscillation within the model might also improve its ability to simulate the response of ENSO to external forcings. Finally, the incorporation of schemes for aerosols and atmospheric chemistry would improve the ability of Mk3L to represent the effects...
of solar and volcanic forcing, as well as allowing it to simulate the effects of anthropogenic aerosols.

Appendix A

The names of each of the experiments analysed herein are shown in Table A1.

Years 201–1200 of experiments CONTROL (d73) and 6KA (d95) have been submitted to the PMIP2 database under experiments pmip2.0k_oa and pmip2.6k_oa, respectively, with the model name CSIRO–Mk3L–1.0.
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