Abstract—Information about the accuracy of state estimation results in distribution networks is crucial for an effective and safe network management. This paper explores a new method of quantifying the uncertainty of a state estimation result by using information entropy as an index for observability. This index has the ability to represent the network observability as a single continuous number, making it possible for the network operator to objectively evaluate the reliability of a state estimation result. This paper also investigates the changes in observability due to load variations and demonstrates how an optimal meter placement method based on the proposed observability index can be implemented. The proposed method has been tested via simulations on a modified IEEE 34 Bus Test Feeder and was compared with an existing method.
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I. INTRODUCTION

The increasing amount of distributed generation such as wind and solar in distribution networks can lead to significant voltage and safety concerns. One solution to this problem is to actively manage distribution networks [1-3]. For an effective and safe network management accurate information about the network state is crucial. The state of an electrical network is defined by the voltage magnitude and angle at every bus throughout the network. State estimation (SE) is used to calculate the network state from an available set of measurements and their positions in the network [4, 5]. Whether the network state can be estimated from a given set of measurements is expressed by the network observability. Traditionally a network is classified as either observable or unobservable if it cannot [6-8].

This binary classification works well in transmission networks where generally numerous real time measurements are available. Distribution networks usually do not have enough measurements for the SE to be performed and therefore are often classified as unobservable [9]. Thus, pseudo-measurements are used in the absence of real time measurements to make a network observable [8]. Pseudo-measurements are load forecasts generated from historical data. They typically have large margins of error, which reflect the inability to accurately predict loads from historical data [10]. It is important to understand the effect of these margins of error on the SE results. If the margins of error are large it is possible that the estimated network state is significantly different from the actual network state. Therefore, even if the network is found to be observable by adding pseudo measurements, the calculated state may contain a significant amount of uncertainty and can therefore be unreliable [11, 12]. The uncertainty of a SE result is the inability of the SE to calculate the actual network state due to unavoidable measurement errors. The traditional observability classification is based on the available set of measurements and their positions in the network [13]. This approach does not provide any information about the accuracy of the state estimation result.

To overcome this limitation an observability index that quantifies the network observability from the probability distribution of the state variables by employing information entropy is proposed in this paper. This makes it possible to quantify the observability as a continuous number. The proposed method provides more information about the estimated state than previous methods. It is also shown that the observability can change due to load variations. This is illustrated by a simulation over a 24 hour period using residential and commercial load profiles. Furthermore this paper demonstrates how an optimal meter placement method based on the proposed observability index can be implemented. The proposed methods are verified by simulations on a modified IEEE 34 Bus Test Feeder [14].

The rest of the paper is organized as follows. Section II defines entropy as an index for observability. It also points out important characteristics of entropy and gives a simple example. Section III explains how the new observability index is calculated. In Section IV, a case study is provided to test the proposed methods and Section V concludes the paper.
II. PROPOSED ALGORITHM

A. Observability Index

In this section an observability index based on information entropy which quantifies the uncertainty of an estimated network state as a continuous number is introduced.

A continuous observability index should have two extremes, where one extreme represents full observability, corresponding to a single network state that is known to be true. The other extreme should imply that all possible network states have an equal probability of being the true network state, leaving the network entirely undetermined. One such index is information entropy which is a measure of the uncertainty of a discrete random variable [15, 16]. Therefore, the proposed network observability index is defined as the sum of the entropy of the state variables in a network.

The entropy of the i-th state variable $x_i$ is calculated by

$$H(x^i) = - \sum_{n=1}^{N_i} P(x_{i,n}) \log_2 P(x_{i,n})$$

(1)

Where $x$ is the vector of state variables; $x^i$ denotes a specific states variable for $i = 1, 2, \ldots, I$; $I$ is the number of all state variables in the network; $n$ is a possible state variable value for $n = 1, 2, \ldots, N_i$; $N_i$ is the number of possible values of the state variable $x^i$; $P(x_{i,n})$ is the probability of the possible value $n$ of state variable $x^i$ being true. Hence, $H(x^i)$ quantifies the uncertainty of the state variable $x^i$ by taking every possible state variable value and its probability of being true into account.

$H(x^i)$ is a monotonic increasing function of $N_i$

$$H(x^i)_{N_i} \leq H(x^i)_{N_{i+1}}$$

(2)

The network observability index $K$ is then calculated by

$$K = \sum_{i=1}^{I} H(x^i).$$

(3)

The range of $K$ is given by

$$0 \leq K \leq \sum_{i=1}^{I} \log_2(N_i).$$

(4)

If $K = 0$, the network is fully observable. On the other hand, $K = \sum_{i=1}^{I} \log_2(N_i)$ implies no observability at all. In general, a low value of $K$ corresponds to a low uncertainty of the network state and therefore, a highly observable network and vice versa.

$K$ is a relative number that can only be compared with the observability value of different load or metering configurations of the same network.

A state variable is a continuous number and therefore, can take an infinite number of possible values. In order to reduce the infinite number of possible values to a finite number, the state variables have to be “binned” before the observability index can be calculated. Each “bin” represents a range of possible values within the minimum and maximum values defined beforehand. The bin size has to be small enough to accurately represent the probability distribution of the state variables. However, if the bin size is too small more Monte Carlo simulations have to be performed in order to deliver accurate results. Therefore, the bin size has to be chosen as a tradeoff between computation time and accuracy.

B. Simple example

To show how the observability value of a network is calculated, let us consider a three bus network with buses A, B and C. The network state is defined by the voltage amplitudes at all buses. Let us assume that each bus has two possible state values ("bins") namely V1 and V2. Let us also assume that the probability of a state being equal to V1 or V2 has been determined by an appropriate method as discussed in the section III. The probability values are shown in Table I.

<table>
<thead>
<tr>
<th>State</th>
<th>Bus</th>
<th>Probability</th>
<th>Entropy (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>A</td>
<td>Pr(VA=V1)=0.8</td>
<td>H(VA=V1)=0.26</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Pr(VB=V1)=0.7</td>
<td>H(VB=V1)=0.36</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Pr(VC=V1)=0.4</td>
<td>H(VC=V1)=0.53</td>
</tr>
<tr>
<td>V2</td>
<td>A</td>
<td>Pr(VA=V2)=0.2</td>
<td>H(VA=V2)=0.46</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Pr(VB=V2)=0.3</td>
<td>H(VB=V2)=0.52</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Pr(VC=V2)=0.6</td>
<td>H(VC=V2)=0.44</td>
</tr>
</tbody>
</table>

According to (1), bus A has a total entropy value of $H_A = 0.26+0.46 = 0.72$; bus B a total value of $H_B = 0.36+0.52 = 0.88$; and bus C a total value of $H_C = 0.53+0.44=0.97$. The network observability is then equal to $K = H_A+H_B+H_C = 0.72+0.88+0.97 = 2.57$ according to (3). Since the state of the network is defined by three state variables and each state variable has two possible values the observability value $K$ can range from 0 to 3, according to (4).

C. Probability Distribution of the State Variables

In order to calculate the proposed observability index, the probability distribution of the state variables needs to be obtained.

In this paper the probabilities of the network state variables is calculated by employing a Monte Carlo simulation. The Monte Carlo simulation was chosen because it is a well-known method and delivers reliable results with a high degree of accuracy. This accuracy comes at the expense of a
high computation time. The Monte Carlo simulation used is described in detail in section III. For practical applications a Monte Carlo simulation might not be the best method to determine the probability distribution of the state variables. An appropriate method has to be chosen depending on the network topology, measurement configuration, the desired accuracy and computational time constrains. It should however be known, that the proposed observability index is independent of the method chosen to calculate the probability distribution of the state variables.

III. MONTE CARLO SIMULATION

A. Calculating a possible network state

Although the state of the network \( \mathbf{x} \) is defined by the voltage magnitude and angle at every bus, the principal concern of a distribution network operator is the voltage magnitude \[17\]. For this reason only voltage magnitudes are of concern.

In the Monte Carlo simulation, a possible measurement vector \( \mathbf{z}^k \) has to be calculated first. The possible measurement vector \( \mathbf{z}^k \) deviates from the actual measurements in \( \mathbf{z} \) by

\[
\mathbf{z}^k = \mathbf{z} - \mathbf{e}^k. \tag{5}
\]

where \( \mathbf{e}^k \) is an independent random Gaussian zero-mean error vector \( \mathbf{e}^k = e_1^k, e_2^k, ..., e_m^k \); and \( m \) is the total number of measurements in the network; \( \mathbf{e}^k \) is generated as a normally distributed random number vector according to the mean values and standard deviations of the corresponding network measurements.

The dimension of \( \mathbf{z}^k \) can be greater than the dimension of \( \mathbf{x}^k \) due to the use of redundant measurements. Therefore, the dimension of \( \mathbf{z}^k \) needs to be reduced to match the dimension of \( \mathbf{x}^k \) to calculate the possible network state using a power flow analysis.

Reducing the dimension of \( \mathbf{z}^k \) is done by extracting \( \mathbf{z}_{pf}^k \) from \( \mathbf{z}^k \); where \( \mathbf{z}_{pf}^k \) is a subset of \( \mathbf{z}^k \)

\[
(\mathbf{z}_{npf}^k \cup \mathbf{z}_{pf}^k = \mathbf{z}^k). \tag{6}
\]

\( \mathbf{z}_{pf}^k \) only contains the following measurements:

- Real and reactive power at load buses;
- Voltage magnitude and angle measurements at the slack bus;
- Voltage magnitude and real power at generation busses.

\( \mathbf{z}_{npf}^k \) is made up of all other measurements that are not used in the power flow solution.

The possible state \( \mathbf{x}^k \) can now be determined by the Newton–Raphson iterative method.

\[
\mathbf{x}_{i+1}^k = \mathbf{x}_i^k + J^{-1}(\mathbf{x}_i^k)[\mathbf{z}_{pf}^k - \mathbf{h}_{pf}(\mathbf{x}_i^k)]. \tag{7}
\]

where \( \mathbf{h}_{pf}(\mathbf{x}) \) is the non-linear measurement function that relates the state variables to the measurement in \( \mathbf{z}_{pf}^k \) \( (8) \); \( \mathbf{r}^k \) is the vector of residuals; \( \mathbf{J}(\mathbf{x}) \) is the Jacobian of the non-linear measurement function \( \mathbf{h}_{pf}(\mathbf{x}) \) \[7\].

B. Correcting possible network states

After a possible state \( \mathbf{x}^k \) has been calculated, any mismatch between its values and \( \mathbf{z}_{npf}^k \) needs to be reduced

\[
\mathbf{e}_{mismatch} = \mathbf{h}_{npf}(\mathbf{x}^k) - \mathbf{z}_{npf}^k \tag{9}
\]

Where \( \mathbf{h}_{npf}(\mathbf{x}) \) is the non-linear measurement function that relates the state variables to the measurements in \( \mathbf{z}_{npf}^k \). If for instance, in a radial network, the power delivered through a branch is measured. The sum of all power injections and line losses that are hierarchically lower than the flow measurement must be equal to the amount of power delivered through the measured branch. Therefore, a mismatch between the measurements can occur and has to be reduced. This can be done by the following steps:

**Step 1:** Select the hierarchically lowest measurement from \( \mathbf{z}_{npf}^k \) that has not been corrected yet. If no measurements have to be corrected stop. Else go to step 2.

**Step 2:** Determine the mismatch \( \mathbf{e}_{mismatch} \) between the calculated state and the selected measurement by \( (9) \). Go to step 3.

**Step 3:** If \( \mathbf{e}_{mismatch} \) is smaller than a convergence criteria go to step 1, else go to step 4.

**Step 4:** Determine all measurements from \( \mathbf{z}_{npf}^k \) that are hierarchically lower than the selected measurement and have not been corrected in the previous iteration. Go to step 5.

**Step 5:** Calculate the scaling factor (SF) by

\[
SF = \frac{\mathbf{e}_{mismatch}}{\sum_{i=1}^{Y} STD_i} \tag{10}
\]

where \( Y \) is the number of downstream measurements determined in step 4, plus the measurement selected in step 1; \( STD \) is the vector of standard deviations of the selected measurements. Go to step 6.

**Step 6:** Correct all selected measurements by multiplying their standard deviation with \( SF \) and subtracting the resulting values from the corresponding measurement values. Go to step 7.

**Step 7:** Recalculate \( \mathbf{x}^k \) for the corrected state by \( (7) \) and go back to step 2.
C. Calculating the Histogram

After a sufficiently large number of possible network states \( x^k \) have been calculated and corrected, the resulting state variable values are binned. This way a histogram vector of the same size as \( x \) is obtained. The following steps are applied to calculate the histogram vector:

1. Specify the number of simulations
2. Generate \( e^k \) from the normal probability distributions of the measurements
3. Determine \( x_{pf} \) and \( x_{npf} \)
4. Calculate \( x^k \) from (7)
5. Correct the state to resolve the mismatch between \( h_{npf}(x^k) \) and \( z_{npf}^k \)
6. Add the values of the state variables in vector \( x^k \) to the appropriate bins in the histogram vector
7. Has the specified number of simulations been reached?

The probability of a state variable taking a certain value is equal to the number of results in its corresponding bin, divided by the total number of simulations conducted. The observability index of the network can then be calculated as illustrated in the example given in Section II C.

IV. Case Study

A. Test Network

This case study is conducted on a modified IEEE 34-node test network to demonstrate the applicability of the proposed methods. The test network is shown in Fig. 1 whilst original data can be found in [14].

For simplicity, all voltage control devices have been removed and three-phase balanced loads were assumed. The network loading has been reduced by factor four to account for the removed voltage control devices.

The following monitoring scheme is applied throughout the case study.

1) Power Flow measurements (illustrated by dotted arrows), have a standard deviation of 1% of their expected value.
2) Pseudo-measurements for power injections (illustrated by solid arrows), have a standard deviation of 10% of their expected value.
3) Busses without an arrow have very little information about connected loads. They are represented by pseudo-measurements, with a standard deviation of 100% of their expected value.

Note that the assumed three-phase balanced loads are used for demonstration purposes only and that for practical applications unbalanced three phase loads should be assumed [18, 19].

Fig. 1. The modified IEEE 34-node test network.

We chose the minimum and maximum state variable value to be 0 and 2 p.u and a bin size of \( 2e^{-4} \) p.u. The small bin size ensures that the probability distribution of the state variables is represented correctly by the histogram. The maximum value of the observability index was calculated to be 451.8 according to (4). For the test network, 5000 Monte Carlo simulations were found to be sufficient to produce consistent results. Therefore, to calculate the observability index a number of 5000 simulations was used.

B. Influence of the Network Loading on Observability

To illustrate the influence of the network loading on the observability, the proposed observability index was calculated in 15 min intervals over a 24 hour period. The nodes 29, 19, 30, 26, 20, 16 and 14 were assigned commercial load profiles. All other nodes were assigned residential load profiles.
As shown in Fig. 2, the observability index $K$ changed during the 24 hour period due to load variations. The reason for this behavior is that the measurement error depends on the measurement accuracy given as a percentage of the measured value. Therefore, if the measured value increases the measurement error also increases proportionally. As a result the observability changes with the network loading. This implies that the same network with the same meter configuration can be found observable at one point in time and less/more observable at another.

C. **Optimal Measurement Placement**

In order to increase the network observability to a desired level, additional meters have to be placed in the network. But due to financial restrictions, only a limited number of metering devices can be placed in a distribution network. This leads to the problem of optimal meter placement [9].

Since the proposed observability index value changes, depending on the measurement configuration of the network, it is possible to compare different meter placements with each other and determine the optimal location for additional metering devices.

In order to determine the optimal location for an additional power flow meter, the placement of a power flow meter at every possible location in the test network was simulated.

The resulting reductions in SE uncertainty expressed by the observability index are then compared with each other in order to determine the optimal meter placement location. Table II shows the reductions achieved by the meter placements. Before the meter placement, the observability index was equal to 74.0.

Table II: Results of the optimal meter placement

<table>
<thead>
<tr>
<th>From Bus</th>
<th>To Bus</th>
<th>Obs. Index Reduction</th>
<th>From Bus</th>
<th>To Bus</th>
<th>Obs. Index Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.9</td>
<td>17</td>
<td>19</td>
<td>3.8</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.8</td>
<td>19</td>
<td>20</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1.6</td>
<td>20</td>
<td>21</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>6.2</td>
<td>21</td>
<td>22</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>7.8</td>
<td>20</td>
<td>23</td>
<td>0.8</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>8.4</td>
<td>23</td>
<td>24</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.5</td>
<td>23</td>
<td>25</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>0.3</td>
<td>25</td>
<td>26</td>
<td>1.4</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.2</td>
<td>26</td>
<td>27</td>
<td>1.2</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>0.8</td>
<td>27</td>
<td>28</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>1.0</td>
<td>28</td>
<td>29</td>
<td>0.6</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>0.7</td>
<td>30</td>
<td>31</td>
<td>0.5</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>0.1</td>
<td>31</td>
<td>32</td>
<td>0.7</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>0.8</td>
<td>31</td>
<td>33</td>
<td>0.4</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>0.5</td>
<td>33</td>
<td>34</td>
<td>0.5</td>
</tr>
</tbody>
</table>

D. **Comparison with Existing Method**

To demonstrate the advantages of the proposed observability index it was compared with the method presented in [20]. This method calculates the network observability based on the inverse function theory and the Jacobian matrix of the network. Thus, the observability classification only depends on the set of available measurement and their positions in the network.

Since the busses without an arrow only have very little information about the connected loads they are considered as unmeasured busses. Fig. 3 shows the result of the observability analysis using the method in [20].

Table II: Results of the optimal meter placement

<table>
<thead>
<tr>
<th>From Bus</th>
<th>To Bus</th>
<th>Obs. Index Reduction</th>
<th>From Bus</th>
<th>To Bus</th>
<th>Obs. Index Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.9</td>
<td>17</td>
<td>19</td>
<td>3.8</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.8</td>
<td>19</td>
<td>20</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1.6</td>
<td>20</td>
<td>21</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>6.2</td>
<td>21</td>
<td>22</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>7.8</td>
<td>20</td>
<td>23</td>
<td>0.8</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>8.4</td>
<td>23</td>
<td>24</td>
<td>0.6</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.5</td>
<td>23</td>
<td>25</td>
<td>0.7</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>0.3</td>
<td>25</td>
<td>26</td>
<td>1.4</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>0.2</td>
<td>26</td>
<td>27</td>
<td>1.2</td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>0.8</td>
<td>27</td>
<td>28</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>1.0</td>
<td>28</td>
<td>29</td>
<td>0.6</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>0.7</td>
<td>30</td>
<td>31</td>
<td>0.5</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>0.1</td>
<td>31</td>
<td>32</td>
<td>0.7</td>
</tr>
<tr>
<td>16</td>
<td>17</td>
<td>0.8</td>
<td>31</td>
<td>33</td>
<td>0.4</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>0.5</td>
<td>33</td>
<td>34</td>
<td>0.5</td>
</tr>
</tbody>
</table>
It can be seen that the network is found to be unobservable and is subdivided into two observable islands (indicated by the dotted lines). Unobservable branches are shown as bold lines. The state of an unobservable island can be calculated if at least one voltage measurement is present in the unobservable island as a voltage reference. However, due to the generally limited number of real time measurements this is rarely the case in distribution networks.

If the pseudo-measurements at the buses 5, 8, 9, 17, 18, 32 and 34 would be used as additional measurements, the network would be classified as observable without the use of additional expensive metering devices. However, in the traditional approach the SE uncertainty introduced by the large margins of error associated with these pseudo-measurements is not known and could be significant.

In contrast to the traditional method, the proposed method provides a continuous observability index value of 74.0 for the same network. This value takes the measurement uncertainties into account. An experienced network operator would be able to interpret this value and could define a threshold for the network observability index value, which represent an acceptable level of uncertainty in the state estimation result.

This illustrates the advantages of the proposed observability index which provides a continuous number that quantifies the uncertainty of the system state, and therefore, gives more reliable information about the network observability.

V. CONCLUSION

A new observability index for distribution networks based on information entropy has been proposed and described. It was shown that this index can represent the network observability as a single continuous number, by quantifying the uncertainty of a distribution network state estimation. This method provides valuable information about the accuracy of the state estimation result. Simulations over a 24 hour period have been used to illustrate the influence of the network loading on the network observability. An optimal meter placement method based on the proposed observability index was shown to be a useful and effective tool in determining the optimal meter placement in a distribution network. Finally the advantages of the proposed method were shown by comparing the results of an existing method with the proposed observability index.
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